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1. INTRODUCTION 

As a powerful soft compute tool, rough set has received much attention since its 

appearance [3, 6, 7, 11]. As we all know, the essence of knowledge is classification, but the 

criterion for classification is the attribute set. Thus, how to search the attribute reduction is 

a hot topic in rough set [1, 4, 14, 18]. Because computing the classical reduction is an NP 

hard problem, researchers often turns to alternatives: to search a attribute set which can 

maintain information entropy. As a result, many heuristic algorithms have been developed 

for attribute reduction based on information entropy [8, 10, 12, 13, 20]. 

In real world, the information system continues changing with time goes by. More 

commonly, the objects set keep on increasing. As a result, incremental algorithm to search 

attribute reduction for dynamic information system is a hot topic [2, 9, 16, 17]. 

Particularly, Wang et al. [16] discussed how to update entropy for dynamic information 

system when changing data values and they gave some useful recursion formulas. 

However, the object set and attribute set must remain unchanged in their work, which limit 
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its wide application. Furthermore, their updating mechanisms can deal with situation in 

which attribute values are changed one by one. Their ideas are reasonable but their work 

needs further study. Follow their way, we study an incremental approach to update 

Shannon conditional entropy for dynamic information systems with varying object set. 

So as to facilitate our discussion, the remainder of this paper is arranged as follows. 

Some basic concepts about rough set are recalled in Section 2. In Section 3, we discuss an 

incremental approach to compute Shannon conditional entropy for dynamic information 

systems. An incremental attribute reduction algorithm for dynamic information systems is 

proposed in Section 4. Section 5 give a numerical experiment to testify the new algorithm. 

Finally, a brief conclusion and future work directions are given in Section 6. 

2. PRELIMINARIES 

In this section, we recall some basic concepts of rough sets and information entropy.  

Definition 2.1
[5]

 An information system (or decision table) is defined as a pair 〈𝑈, 𝐴〉 

where 𝑈 is a non-empty finite set of objects, 𝐴 = 𝐶 ∪ 𝐷 is a non-empty finite set of 

attributes, 𝐶 denotes the set of condition attributes and 𝐷 denotes the set of decision 

attributes, 𝐶 ∩ 𝐷 = ∅. Each attribute 𝑎 ∈ 𝐴 is associated with a set 𝑉𝑎  of its value, called 

the domain of 𝑎.  

The concept of information system provides a convenient framework to represent the 

objects in the universe. Actually, every 𝐵 ⊆ 𝐴 can determine an equivalence relation 𝑅𝐵 as  

∀𝑥, 𝑦, 𝑅𝐵(𝑥, 𝑦) ⟺ ∀𝑎 ∈ 𝐵: 𝑎(𝑥) = 𝑎(𝑦), 

where 𝑎(𝑥) denotes the attribute value of 𝑥 respect to 𝑎. Every 𝑅𝐵 can partition 𝑈 into 

some equivalence classes given by 𝑈/𝑅𝐵 = {[𝑥]𝐵|𝑥 ∈ 𝑈}, or just 𝑈/𝐵 for short, where 

[𝑥]𝐵 = {𝑦 ∈ 𝑈|(𝑥, 𝑦) ∈ 𝑅𝐵} denotes the equivalence class including 𝑥 with respect to 𝐵. 

Shannon entropy is a famous measure in information theory. Wang et al. [15] further 

introduced Shannon conditional entropy to find a reduct of an information system.  

Definition 2.2
[16]

 Let 𝑆 = (𝑈, 𝐶 ∪ 𝐷)  be an information system, 𝐵 ⊆ 𝐶 , 𝑈/𝐵 =

{𝑋1 , 𝑋2, ⋯𝑋𝑚 } and 𝑈/𝐷 = {𝑌1, 𝑌2, ⋯𝑌𝑛}. Shannon’s conditional entropy of 𝐵 relative to 𝐷 

is defined as  

 𝐻𝑈(𝐷|𝐵) = −  𝑚
𝑖=1 (

|𝑋𝑖|

|𝑌𝑗 |
)   𝑛

𝑗=1

|𝑋𝑖∩𝑌𝑗 |

|𝑋𝑖|
log

|𝑋𝑖∩𝑌𝑗 |

|𝑋𝑖|
. 

The entropy reduction was proposed by Skowron in 1993. Then, Slezak [19] 

introduced Shannon conditional entropy to get reducts in classical rough set model.  

Definition 2.3
[16]

 Let 𝑆 = (𝑈, 𝐶 ∪ 𝐷) be information system and 𝐵 ⊆ 𝐶. Then, 𝐵 is a 

relative reduct if it satisfies:  

(1) 𝐻(𝐷|𝐵) = 𝐻(𝐷|𝐶);  

(2) ∀𝑎 ∈ 𝐵, 𝐻(𝐷|𝐵 − {𝑎}) ≠ 𝐻(𝐷|𝐵) 

The first condition indicates that 𝐵  keeps the same entropy as 𝐶 , and the second 

condition indicates that each attribute in 𝐵 is individually necessary. 
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3  AN INCREMENTAL APPROACH TO UPDATING SHANNON CONDITIONAL 

ENTROPY FOR DYNAMIC INFORMATION SYSTEMS 

Let 𝑆 = (𝑈, 𝐶 ∪ 𝐷) be an information system and 𝐵 ⊆ 𝐶. The Shannon’s conditional 

entropy of 𝐷  with respect to 𝐵  is 𝐻𝑈(𝐷|𝐵) . In this section, we shall establish a 

mathematical fundamental to compute Shannon’s conditional entropy for dynamic data 

sets.  

Lemma 3.1  Suppose only one object 𝑥 get out of the system 𝑆, and 𝑥 ∈ 𝑋𝑝1
, 𝑥 ∈ 𝑌𝑞1

.Then 

we get a new information system 𝑆 ′  and 𝑈′ = 𝑈 − {𝑥} , 𝑈′/𝐵 = {𝑋1 , 𝑋2 , ⋯𝑋𝑝1
′ , ⋯𝑋𝑚 } , 

𝑈′/𝐷 = {𝑌1, 𝑌2, ⋯𝑌𝑞1
′ , ⋯𝑌𝑛} , where 𝑋𝑝1

′ = 𝑋𝑝1
− {𝑥} , 𝑌𝑞1

′ = 𝑌𝑞1
− {𝑥} . New Shannon 

conditional entropy 𝐻𝑈 ′(𝐷|𝐵) can be given as  

(|𝑈| − 1)

|𝑈|
⋅ 𝐻𝑈 ′(𝐷|𝐵)

= 𝐻𝑈(𝐷|𝐵) −   

𝑛

𝑗=1,𝑗≠𝑞1

𝑋𝑝1
∩ 𝑌𝑗 |

|𝑈|
log

|𝑋𝑝1
|

|𝑋𝑝1
| − 1

−
|𝑋𝑝1

∩ 𝑌𝑞1|

|𝑈|
log(

|𝑋𝑝1
|(|𝑋𝑝1

∩ 𝑌𝑞1| − 1)

𝑋𝑝1
∩ 𝑌𝑞1(|𝑋𝑝1

| − 1)
)

−
1

|𝑈|
log

|𝑋𝑝1
| − 1

|𝑋𝑝1
∩ 𝑌𝑞1| − 1

≈ 𝐻𝑈(𝐷|𝐵) −
1

|𝑈|
log

|𝑋𝑝1
| − 1

|𝑋𝑝1
∩ 𝑌𝑞1| − 1

.

 

Proof. By Definition 2.2, we have  

𝐻𝑈 ′(𝐷|𝐵)

= −   

𝑚

𝑖=1,𝑖≠𝑝1

|𝑋𝑖|

|𝑈′|
  

𝑛

𝑗=1,𝑗≠𝑞1

|𝑋𝑖   𝑌𝑗 |

|𝑋𝑖|
log

|𝑋𝑖 ∩ 𝑌𝑗 |

|𝑋𝑖
−   

𝑚

𝑖=1,𝑖≠𝑝1

|𝑋𝑖|

|𝑈′|

|𝑋𝑖   𝑌′𝑞1|

|𝑋𝑖|
log

|𝑋𝑖 ∩ 𝑌′𝑞1|

|𝑋𝑖|

−   

𝑛

𝑗=1,𝑗≠𝑞1

|𝑋′𝑝1|

|𝑈′|

|𝑋′𝑝1 ∩ 𝑌𝑗 |

|𝑋′𝑝1|
log

|𝑋′𝑝1 ∩ 𝑌𝑗 |

|𝑋′𝑝1|
−

|𝑋′𝑝1|

|𝑈′|

|𝑋′𝑝1 ∩ 𝑌′𝑞1|

|𝑋′𝑝1|
log

|𝑋′𝑝1 ∩ 𝑌′𝑞1|

|𝑋′𝑝1|
.

 

Multiply this equation by 
(|𝑈|−1)

|𝑈|
 and use 𝑋𝑝1

′ = 𝑋𝑝1
− {𝑥}, 𝑌𝑞1

′ = 𝑌𝑞1
− {𝑥}, 
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(|𝑈| − 1)

|𝑈|
⋅ 𝐻𝑈−{𝑥}(𝐷|𝐵)

= −  

𝑚

𝑖=1

|𝑋𝑖|

|𝑈|
  

𝑛

𝑗=1

|𝑋𝑖 ∩ 𝑌𝑗 |

|𝑋𝑖|
log

|𝑋𝑖 ∩ 𝑌𝑗 |

|𝑋𝑖
+   

𝑚

𝑖=1,𝑖≠𝑝1

|𝑋𝑖|

|𝑈|

|𝑋𝑖 ∩ 𝑌𝑞1|

|𝑋𝑖|
log

|𝑋𝑖 ∩ 𝑌𝑞1|

|𝑋𝑖|

+   

𝑛

𝑗=1,𝑗≠𝑞1

|𝑋𝑝1|

|𝑈|

|𝑋𝑝1 ∩ 𝑌𝑗 |

|𝑋𝑝1|
log

|𝑋𝑝1 ∩ 𝑌𝑗 |

|𝑋𝑝1|
+

|𝑋𝑝1|

|𝑈|

|𝑋𝑝1 ∩ 𝑌𝑞1|

|𝑋𝑝1|
log

|𝑋𝑝1 ∩ 𝑌𝑞1|

|𝑋𝑝1|

−   

𝑚

𝑖=1,𝑖≠𝑝1

|𝑋𝑖|

|𝑈|

|𝑋𝑖 ∩ 𝑌𝑞1|

|𝑋𝑖|
log

|𝑋𝑖 ∩ 𝑌𝑞1|

|𝑋𝑖|
−   

𝑛

𝑗=1,𝑗≠𝑞1

|𝑋𝑝1| − 1

|𝑈|

|𝑋𝑝1 ∩ 𝑌𝑗 |

|𝑋𝑝1| − 1
log

|𝑋𝑝1 ∩ 𝑌𝑗 |

|𝑋𝑝1| − 1

−
|𝑋𝑝1| − 1

|𝑈|

|𝑋𝑝1 ∩ 𝑌𝑞1| − 1

|𝑋𝑝1| − 1
log

|𝑋𝑝1 ∩ 𝑌𝑞1| − 1

|𝑋𝑝1| − 1

= 𝐻𝑈(𝐷|𝐵) −   

𝑛

𝑗=1,𝑗≠𝑞1

|𝑋𝑝1
∩ 𝑌𝑗 |

|𝑈|
log

|𝑋𝑝1
|

|𝑋𝑝1
| − 1

−
|𝑋𝑝1

∩ 𝑌𝑞1|

|𝑈|
log(

|𝑋𝑝1
|(|𝑋𝑝1

∩ 𝑌𝑞1| − 1)

|𝑋𝑝1
∩ 𝑌𝑞1|(|𝑋𝑝1

| − 1)
)

−
1

|𝑈|
log

|𝑋𝑝1
| − 1

|𝑋𝑝1
∩ 𝑌𝑞1| − 1

.

 

In large-scale information system [16], |𝑋𝑝1
|, |𝑌𝑞1|, |𝑋𝑝1

∩ 𝑌𝑞1| are relatively large, so 

we can get log
|𝑋𝑝1 |

|𝑋𝑝1 |−1
≈ 0, log

|𝑌𝑞1 |

|𝑌𝑞1 |−1
≈ 0, log

|𝑋𝑝1∩𝑌𝑞1 |

|𝑋𝑝1∩𝑌𝑞1 |−1
≈ 0, thus the above formula can 

be simplified to 
(|𝑈|−1)

|𝑈|
⋅ 𝐻𝑈 ′(𝐷|𝐵) ≈ 𝐻𝑈(𝐷|𝐵) −

1

|𝑈|
log

|𝑋𝑝1 |−1

|𝑋𝑝1∩𝑌𝑞1|−1
.  When an object is 

removed or added, we can update Shannon conditional entropy easily.  

Lemma 3.2  Suppose only one object𝑥enter the system𝑆, and 𝑥 ∈ 𝑋𝑝2
, 𝑥 ∈ 𝑌𝑞2

. Then we 

get a new information system𝑆 ′and𝑈′ = 𝑈 {𝑥},𝑈′/𝐵 = {𝑋1 , 𝑋2 , ⋯𝑋𝑝2
′ , ⋯𝑋𝑚 },𝑈′/𝐷 =

{𝑌1 , 𝑌2, ⋯𝑌𝑞2
′ , ⋯𝑌𝑛} , where 𝑋𝑝2

′ = 𝑋𝑝2
 {𝑥} , 𝑌𝑞2

′ = 𝑌𝑞2
 {𝑥} . 𝐻𝑈 ′(𝐷|𝐵) can be 

computed as 

 

(|𝑈|+1)

|𝑈|
⋅ 𝐻𝑈 ′(𝐷|𝐵)

= 𝐻𝑈(𝐷|𝐵) +   𝑛
𝑗=1,𝑗≠𝑞2

𝑋𝑝2∩𝑌𝑗 |

|𝑈|
log

|𝑋𝑝2 |+1

|𝑋𝑝2 |
+

|𝑋𝑝2∩𝑌𝑞2|

|𝑈|
log(

𝑋𝑝2∩𝑌𝑞2(|𝑋𝑝2 |+1)

|𝑋𝑝2 |(|𝑋𝑝2∩𝑌𝑞2|+1)
)

+
1

|𝑈|
log

|𝑋𝑝2 |+1

|𝑋𝑝2∩𝑌𝑞2|+1

≈ 𝐻𝑈(𝐷|𝐵) +
1

|𝑈|
log

|𝑋𝑝2 |+1

|𝑋𝑝2∩𝑌𝑞2|+1
.

 

Proof. Since  

𝐻𝑈 ′(𝐷|𝐵)

= −   

𝑚

𝑖=1,𝑖≠𝑝2

|𝑋𝑖|

|𝑈′|
  

𝑛

𝑗=1,𝑗≠𝑞2

|𝑋𝑖 ∩ 𝑌𝑗 |

|𝑋𝑖|
log

|𝑋𝑖 ∩ 𝑌𝑗 |

|𝑋𝑖
| −   

𝑚

𝑖=1,𝑖≠𝑝2

|𝑋𝑖|

|𝑈′|

|𝑋𝑖 ∩ 𝑌′𝑞2|

|𝑋𝑖|
log

|𝑋𝑖 ∩ 𝑌′𝑞2|

|𝑋𝑖|

−   

𝑛

𝑗=1,𝑗≠𝑞2

|𝑋′𝑝2|

|𝑈′|

|𝑋′𝑝2 ∩ 𝑌𝑗 |

|𝑋′𝑝2|
log

|𝑋′𝑝2 ∩ 𝑌𝑗 |

|𝑋′𝑝2|
−

|𝑋′𝑝2|

|𝑈′|

|𝑋′𝑝2 ∩ 𝑌′𝑞2|

|𝑋′𝑝2|
log

|𝑋′𝑝2 ∩ 𝑌′𝑞2|

|𝑋′𝑝2|
,
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multiplying this equation by 
(|𝑈|+1)

|𝑈|
 and replacing 𝑋𝑝2

′ ,𝑌𝑞2
′  with 𝑋𝑝2

∪ {𝑥}, 𝑌𝑞2
∪ {𝑥} 

respectively. 

(|𝑈| + 1)

|𝑈|
⋅ 𝐻𝑈∪{𝑥}(𝐷|𝐵)

= −  

𝑚

𝑖=1

|𝑋𝑖|

|𝑈|
  

𝑛

𝑗=1

|𝑋𝑖 ∩ 𝑌𝑗 |

|𝑋𝑖|
log

|𝑋𝑖 ∩ 𝑌𝑗 |

|𝑋𝑖
+   

𝑚

𝑖=1,𝑖≠𝑝2

|𝑋𝑖|

|𝑈|

|𝑋𝑖 ∩ 𝑌𝑞2|

|𝑋𝑖|
log

|𝑋𝑖 ∩ 𝑌𝑞2|

|𝑋𝑖|

+   

𝑛

𝑗=1,𝑗≠𝑞2

|𝑋𝑝2|

|𝑈|

|𝑋𝑝2 ∩ 𝑌𝑗 |

|𝑋𝑝2|
log

|𝑋𝑝2 ∩ 𝑌𝑗 |

|𝑋𝑝2|
+

|𝑋𝑝2|

|𝑈|

|𝑋𝑝2 ∩ 𝑌𝑞2|

|𝑋𝑝2|
log

|𝑋𝑝2 ∩ 𝑌𝑞2|

|𝑋𝑝2|

−   

𝑚

𝑖=1,𝑖≠𝑝2

|𝑋𝑖|

|𝑈|

|𝑋𝑖 ∩ 𝑌𝑞2|

|𝑋𝑖|
log

|𝑋𝑖 ∩ 𝑌𝑞2|

|𝑋𝑖|
−   

𝑛

𝑗=1,𝑗≠𝑞2

|𝑋𝑝2| + 1

|𝑈|

|𝑋𝑝2 ∩ 𝑌𝑗 |

|𝑋𝑝2| + 1
log

|𝑋𝑝2 ∩ 𝑌𝑗 |

|𝑋𝑝2 + 1|

−
|𝑋𝑝2| + 1

|𝑈|

|𝑋𝑝2 ∩ 𝑌𝑞2| + 1

|𝑋𝑝2| + 1
log

|𝑋𝑝2 ∩ 𝑌𝑞2| + 1

|𝑋𝑝2| + 1

= 𝐻𝑈(𝐷|𝐵) +   

𝑛

𝑗=1,𝑗≠𝑞2

𝑋𝑝2
∩ 𝑌𝑗 |

|𝑈|
log

|𝑋𝑝2
| + 1

|𝑋𝑝2
|

+
|𝑋𝑝2

∩ 𝑌𝑞2|

|𝑈|
log(

𝑋𝑝2
∩ 𝑌𝑞2(|𝑋𝑝2

| + 1)

|𝑋𝑝2
|(|𝑋𝑝2

∩ 𝑌𝑞2| + 1)
)

+
1

|𝑈|
log

|𝑋𝑝2
| + 1

|𝑋𝑝2
∩ 𝑌𝑞2| + 1

.

 

In large-scale information system [16], because |𝑋𝑝2
|, |𝑌𝑞2|, |𝑋𝑝2

∩ 𝑌𝑞2| are relatively 

large, we can consider log
|𝑋𝑝2 |

|𝑋𝑝2 |−1
≈ 0, log

|𝑌𝑞2 |

|𝑌𝑞2 |−1
≈ 0, log

|𝑋𝑝2∩𝑌𝑞2 |

|𝑋𝑝2∩𝑌𝑞2 |−1
≈ 0, then the above 

formula can be simplified to 
(|𝑈|+1)

|𝑈|
⋅ 𝐻𝑈∪{𝑥}(𝐷|𝐵) ≈ 𝐻𝑈(𝐷|𝐵) +

1

|𝑈|
log

|𝑋𝑝2 |+1

|𝑋𝑝2∩𝑌𝑞2|+1
. 

As our inference, we can obtain Wang’s Theorem as follows. This implies that our 

approach can be widely used.  

Theorem 3.3
[16]

 If one and only one object𝑥 ∈ 𝑈 is changed to𝑥′, then 𝑥′ ∈ 𝑋′𝑝2
，𝑥 ∈

𝑌′𝑞2
. The new Shannon conditional entropy becomes  

 

𝐻𝑈−{𝑥}∪{𝑥′}(𝐷|𝐵)

= 𝐻𝑈(𝐷|𝐵) +   𝑛
𝑗=1,𝑗≠𝑞2

𝑋𝑝2∩𝑌𝑗 |

|𝑈|
log

|𝑋𝑝2 |+1

|𝑋𝑝2 |
+

|𝑋𝑝2∩𝑌𝑞2|

|𝑈|
log(

𝑋𝑝2∩𝑌𝑞2(|𝑋𝑝2 |+1)

|𝑋𝑝2 |(|𝑋𝑝2∩𝑌𝑞2|+1)
)

+
1

|𝑈|
log

|𝑋𝑝2 |+1

|𝑋𝑝2∩𝑌𝑞2|+1
−   𝑛

𝑗=1,𝑗≠𝑞1

𝑋𝑝1∩𝑌𝑗 |

|𝑈|
log

|𝑋𝑝1 |

|𝑋𝑝1 |−1

−
|𝑋𝑝1∩𝑌𝑞1|

|𝑈|
log(

|𝑋𝑝1 |(|𝑋𝑝1∩𝑌𝑞1|−1)

𝑋𝑝1∩𝑌𝑞1(|𝑋𝑝1 |−1)
) −

1

|𝑈|
log

|𝑋𝑝1 |−1

|𝑋𝑝1∩𝑌𝑞1|−1
.

 

Proof. For the change of 𝑥 to 𝑥′, we pull out in two stages as follows. Firstly, we remove 𝑥 

from 𝑆 , then the Shannon’s conditional entropy of 𝐻𝑈−{𝑥}(𝐷|𝐵)  can be computed By 

Lemma 3.1, that is 
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(|𝑈| − 1)

|𝑈|
⋅ 𝐻𝑈 ′(𝐷|𝐵)

= 𝐻𝑈(𝐷|𝐵) −   

𝑛

𝑗=1,𝑗≠𝑞1

𝑋𝑝1
∩ 𝑌𝑗 |

|𝑈|
log

|𝑋𝑝1
|

|𝑋𝑝1
| − 1

−
|𝑋𝑝1

∩ 𝑌𝑞1|

|𝑈|
log(

|𝑋𝑝1
|(|𝑋𝑝1

∩ 𝑌𝑞1| − 1)

𝑋𝑝1
∩ 𝑌𝑞1(|𝑋𝑝1

| − 1)
)

−
1

|𝑈|
log

|𝑋𝑝1
| − 1

|𝑋𝑝1
∩ 𝑌𝑞1| − 1

.

 

Secondly, we add 𝑥′  to the object set 𝑈 − {𝑥} , and we get the new Shannon’s 

conditional entropy 𝐻𝑈 ′(𝐷|𝐵) = 𝐻𝑈−{𝑥}∪{𝑥′}(𝐷|𝐵). Thus from Lemma 3.2,  

(|𝑈|)

|𝑈| − 1
⋅ 𝐻𝑈−{𝑥}∪{𝑥′}(𝐷|𝐵)

= 𝐻𝑈−{𝑥}(𝐷|𝐵) +   

𝑛

𝑗=1,𝑗≠𝑞2

𝑋𝑝2
∩ 𝑌𝑗 |

|𝑈| − 1
log

|𝑋𝑝2
| + 1

|𝑋𝑝2
|

+
|𝑋𝑝2

∩ 𝑌𝑞2|

|𝑈| − 1
log(

𝑋𝑝2
∩ 𝑌𝑞2(|𝑋𝑝2

| + 1)

|𝑋𝑝2
|(|𝑋𝑝2

∩ 𝑌𝑞2| + 1)
)

+
1

|𝑈| − 1
log

|𝑋𝑝2
| + 1

|𝑋𝑝2
∩ 𝑌𝑞2| + 1

,

 

 Solve these two equations and eliminate 𝐻𝑈−{𝑥}(𝐷|𝐵), we can complete the proof. 

When 𝑀 objects get out of the system, we can delete these objects one by one, and 

obtain the following theorem.  

Lemma 3.4  If M objects get out of the system,𝑀𝑖𝑗 represents that there are𝑀𝑖objects which 

remove from the conditional class𝑋𝑖  and𝑀𝑖𝑗 objects of them come from decision class𝑌𝑗 . 

Then the new Shannon’s conditional entropy which we denote by 𝐻𝑈−𝑀(𝐷|𝐵)becomes 

(|𝑈| − 𝑀)

|𝑈|
⋅ 𝐻𝑈−𝑀(𝐷|𝐵) ≈ 𝐻𝑈(𝐷|𝐵) −   

𝑚

𝑖=1

  

𝑛

𝑗=1

  

𝑀𝑖𝑗

𝑘=1

1

|𝑈|
log

|𝑋𝑖| − 𝑘

|𝑋𝑖 ∩ 𝑌𝑗 | − 𝑘
). 

Proof. We can remove these M objects from 𝑆 one by one. When there are 𝑀11  objects get 

out, we can use the approximate formula in Lemma 3.1 for 𝑀11  times. Thus,  

 
(|𝑈|−𝑀11 )

|𝑈|
⋅ 𝐻𝑈−𝑀11

(𝐷|𝐵) ≈ 𝐻𝑈(𝐷|𝐵) −   
𝑀11
𝑘=1

1

|𝑈|
log

|𝑋1|−𝑘

|𝑋1∩𝑌1|−𝑘
. 

Next, we remove 𝑀12  objects from this new system. We make use of the approximate 

formula in Lemma 3.1 for 𝑀12  times.  

That is  

 
(|𝑈|−𝑀11−𝑀12 )

(|𝑈|−𝑀11 )
⋅ 𝐻𝑈−𝑀11−𝑀12

(𝐷|𝐵) ≈ 𝐻𝑈−𝑀11
(𝐷|𝐵) −   

𝑀12
𝑘=1

1

|𝑈|−𝑀11
log

|𝑋1|−𝑘

|𝑋1∩𝑌2|−𝑘
. 

Repeating this operation, we can easily complete this proof by induction axioms. 

When 𝑁 objects enter the system, we can add these objects one by one,and give the 

following theorem.  

Lemma 3.5 If 𝑁 objects enter the system,𝑁𝑖𝑗 represents that there are𝑁𝑖objects enter the 

conditional class𝑋𝑖  and 𝑁𝑖𝑗 objects of them enter decision class𝑌𝑗 . Then the new Shannon’s 

conditional entropy which we denote by 𝐻𝑈+𝑁(𝐷|𝐵) becomes
(|𝑈|+𝑁)

|𝑈|
⋅ 𝐻𝑈+𝑁(𝐷|𝐵) ≈

𝐻𝑈(𝐷|𝐵) +  𝑚
𝑖=1  𝑛

𝑗=1  
𝑁𝑖𝑗

𝑘=1

1

|𝑈|
𝑙𝑜𝑔

|𝑋𝑖|+𝑘

|𝑋𝑖∩𝑌𝑗 |+𝑘
. 
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Proof. We can add these 𝑁 objects into 𝑆 one by one. When there are 𝑁11  objects get in, 

we can use the approximate formula in Lemma 3.2 for 𝑁11  times. Thus,  

(|𝑈| + 𝑁11)

|𝑈|
⋅ 𝐻𝑈+𝑁11

(𝐷|𝐵) = 𝐻𝑈(𝐷|𝐵) +   

𝑁11

𝑘=1

1

|𝑈|
log

|𝑋1| + 𝑘

|𝑋1 ∩ 𝑌1| + 𝑘
. 

Similarly, we add 𝑁12  objects into this new system, then  

  𝑈 + 𝑁11 + 𝑁12 

  𝑈 + 𝑁11 
⋅ 𝐻𝑈+𝑁11 +𝑁12

 𝐷 𝐵 ≈ 𝐻𝑈+𝑁11
(𝐷|𝐵) +   

𝑁12

𝑘=1

1

|𝑈| + 𝑁11
log

|𝑋1| + 𝑘

|𝑋1 ∩ 𝑌2| + 𝑘
 

In general, we add 𝑁𝑖𝑗  objects into the latest system. Thus,  

|𝑈| + 𝑁11 + ⋯ + 𝑁𝑖𝑗

|𝑈| + 𝑁11 + ⋯ + 𝑁𝑖 ,𝑗−1
⋅ 𝐻𝑈+𝑁11 +⋯+𝑁𝑖𝑗

(𝐷|𝐵) = 𝐻𝑈+𝑁11 +⋯+𝑁𝑖,𝑗−1)(𝐷|𝐵)

+   

𝑁𝑖𝑗

𝑘=1

1

|𝑈| + 𝑁11 + ⋯ + 𝑁𝑖 ,𝑗−1
log

|𝑋𝑖| + 𝑘

|𝑋𝑖 ∩ 𝑌𝑗 | + 𝑘
.

 

By induction axioms, we can easily complete this proof. 

We obtain the conclusion below by combining Lemma 3.4 and Lemma 3.5.  

Theorem 3.6  If 𝑁 objects enter the system, and 𝑀 objects get out of the system at the 

same time. The new Shannon’s conditional entropy which we denote by𝐻𝑈+𝑁−𝑀(𝐷|𝐵) 

becomes 

(|𝑈| + 𝑁 − 𝑀)

|𝑈|
⋅ 𝐻𝑈+𝑁−𝑀(𝐷|𝐵)

≈ 𝐻𝑈(𝐷|𝐵) −   

𝑚

𝑖=1

  

𝑛

𝑗=1

  

𝑀𝑖𝑗

𝑘=1

1

|𝑈|
log

|𝑋𝑖| − 𝑘

|𝑋𝑖 ∩ 𝑌𝑗 | − 𝑘
) +   

𝑚

𝑖=1

  

𝑛

𝑗=1

  

𝑁𝑖𝑗

𝑘=1

1

|𝑈|
log

|𝑋𝑖| + 𝑘

|𝑋𝑖 ∩ 𝑌𝑗 | + 𝑘
.

 

Proof. We first add these 𝑁 objects into 𝑆 one by one. By Lemma 3.5 , we get  

(|𝑈| + 𝑁)

|𝑈|
⋅ 𝐻𝑈+𝑁(𝐷|𝐵) ≈ 𝐻𝑈(𝐷|𝐵) +   

𝑚

𝑖=1

  

𝑛

𝑗=1

  

𝑁𝑖𝑗

𝑘=1

1

|𝑈|
log

|𝑋𝑖| + 𝑘

|𝑋𝑖 ∩ 𝑌𝑗 | + 𝑘
. 

Then we remove 𝑀 objects from the system above, by Lemma 3.4, 

(𝑈 + 𝑁 − 𝑀)

|𝑈| + 𝑁
⋅ 𝐻𝑈+𝑁−𝑀(𝐷|𝐵) ≈ 𝐻𝑈+𝑁(𝐷|𝐵) −   

𝑚

𝑖=1

  

𝑛

𝑗=1

  

𝑀𝑖𝑗

𝑘=1

1

|𝑈| + 𝑁
log

|𝑋𝑖| − 𝑘

|𝑋𝑖 ∩ 𝑌𝑗 | − 𝑘
). 

Combine these two equations and eliminate 𝐻𝑈+𝑁(𝐷|𝐵), we complete our proof. 

4  AN INCREMENTAL ATTRIBUTE REDUCTION ALGORITHM FOR 

DECISION TABLE WITH DYNAMICALLY VARYING OBJECT SET 

Based on recursion formula 3.6, here, we will propose an incremental attribute 

reduction algorithm for dynamically varying object set. Firstly, we need to run the classic 

algorithm CAR[16] and store the result 𝑈/𝐵, 𝑈/𝐷, 𝐻(𝐷|𝐵). Then, we add or delete some 

objects and perform our incremental algorithm as follows. 
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Algorithm: An incremental attribute reduction algorithm for decision table with 

dynamically varying object set (IAR)  

Input: A decision table 𝑆 = (𝑈, 𝐶 ∪ 𝐷), N new objects enter S and M objects escape 

from 𝑆.  

Output: Attribute reduction 𝑅𝐸𝐷𝑈+𝑁−𝑀  of new decision table 𝑆′ = (𝑈 + 𝑁 − 𝑀, 𝐶 ∪

𝐷).  

Step 1: Run classical attribute reduction algorithm and store 𝑈/𝐵, 𝑈/𝐷, 𝐻(𝐷|𝐵) for 

𝐵 ⊆ 𝐶.  

Step 2: For each 𝑥 ∈ 𝑁  or 𝑥 ∈ 𝑀 , check 𝑥 ∈ 𝑋𝑖  and 𝑥 ∈ 𝑌𝑖 , where 𝑋𝑖 ∈ 𝑈/𝐵 ,𝑌𝑗 ∈

𝑈/𝐷. Then we get 𝑁𝑖𝑗  and 𝑀𝑖𝑗 , 𝑖 = 1,2, ⋯ , |𝑈/𝐵|, 𝑗 = 1,2, ⋯ , |𝑈/𝐷|.  

Step 3: 𝑟𝑒𝑑𝑢𝑐𝑡 ← 𝜙, 𝑖 ← 1.  

Step 4: According to Theorem 3.6, we compute 𝐻𝑈+𝑁−𝑀(𝐷|𝑟𝑒𝑑𝑢𝑐𝑡).  

Step 5: If 𝐻𝑈+𝑁−𝑀(𝐷|𝑟𝑒𝑑𝑢𝑐𝑡) = 𝐻𝑈+𝑁−𝑀(𝐷|𝐶), then turn to step 7; else turn to step 

6.  

Step 6: While (𝐻𝑈+𝑁−𝑀(𝐷|𝑟𝑒𝑑𝑢𝑐𝑡) ≠ 𝐻𝑈+𝑁−𝑀(𝐷|𝐶)) do  

{ 

        𝑖 ← 𝑖 + 1;  

        𝑟𝑒𝑑𝑢𝑐𝑡 ← 𝑟𝑒𝑑𝑢𝑐𝑡 ∪ 𝑐𝑖 , where 𝑐𝑖  is the i-th important attribute in C.  

} 

Step 7: 𝑅𝐸𝐷𝑈+𝑁−𝑀 ← 𝑟𝑒𝑑𝑢𝑐𝑡, return 𝑅𝐸𝐷𝑈+𝑁−𝑀  and end. 

Form above algorithm, we can clearly find that, we do not need to compute 𝑈/𝐵, 

𝑈/𝐷, 𝐻(𝐷|𝐵) repeatedly. In other words, the message in CAR is used in IAR. Because it 

is extremely time-consuming to compute 𝐻(𝐷|𝐵), the efficiency of IAR is improved. 

5  EXPERIMENTAL ANALYSIS 

Here, we give a numerical example to verify the efficiency of IAR. The data set 

named Chess (King-Rook vs. King-Pawn).txt is downloaded from UCI repository of 

machine learning databases. The experiment is carried out on a personal computer with 

window 7 and Intel(R) Core(TM) i5-5200 CPU, 2.20GHz, 12 GB memory, with 

Mathematica 8.0 software. 

First, we take out the first |𝑈| = 2000 objects from the data set. Then, we perform the 

classical reduction algorithm CAR. Next, we add 100 new objects step by step and perform 

IAR comparing with CAR. The consumed time by CAR and IAR can be clearly compared 

by the following figure. 
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Figure  1:  Time consumed by IAR and CAR. 

 

Obviously, IAR works much better than CAR here. The reason maybe that, the 

existing information acquired by CAR such as 𝑈/𝐵, 𝑈/𝐷, 𝐻(𝐷|𝐵), 𝐵 ⊆ 𝐶 is used by IAR. 

When new objects are added, we only need to update 𝐻𝑈+𝑁(𝐷|𝐵) by Theorem3.6. As a 

result, time consumed by IAR is less than CAR. 

6  CONCLUSIONS AND FUTURE WORK 

It is a hot topic to search attribute reduction by heuristic algorithms based on 

entropies. As a result, how to update entropy incrementally is the core task. In this paper, 

we propose an incremental method to update Shannon conditional entropy for dynamic 

information systems with varying objects. A numerical example has shown the efficiency 

of the newly built method. In addition, the variation of data values can be treated as our 

special case. However, the new method is applicable when attribute sets do not change. In 

the future, we will research how to update information entropy for dynamic information 

system with varying attribute sets. 

ACKNOWLEDGMENTS 

This work was supported by the doctor’s scientific research foundation of Hezhou 

University (No.HZUBS201505), 2016 master of applied statistics professional degree 

construction discipline independent subject of school of science Hezhou university 

(2016HZXYSX02), Natural Science Foundation of Hunan Province (No. 2019JJ40100), 

Supported by Science and Technology Program of Hunan Province (No. 2016TP1021), the 

Project of improving the basic ability of Young and Middle-aged Teachers in Guangxi 

Universities(No.2018KY0563,2019KY0720). 

 

 



 ISSN: 2320-0294Impact Factor: 6.765  

76 International Journal of Engineering, Science and Mathematics 

http://www.ijesm.co.in, Email: ijesmj@gmail.com 

 

REFERENCES 

[1]  Chen D, Wang X, Zhao S. Attribute Reduction Based on Fuzzy Rough Sets[C]. 

CRSEISP 2007: Rough Sets and Intelligent Systems Paradigms,2007,pp. 381-390.  

[2]  Das A K, Sengupta S, Bhattacharyya S. A Group Incremental Feature Selection for 

Classification using Rough Set Theory based Genetic Algorithm[J]. Applied Soft 

Computing, 2018, 65: 400-411. 

[3]  Dai J, Han H, Zhang X, et al. Catoptrical rough set model on two universes using 

granule-based definition and its variable precision extensions[J]. Information Sciences, 

2017, 390: 70-81. 

[4]  Ding W, Lin C T, Cao Z. Deep Neuro-Cognitive Co-Evolution for Fuzzy Attribute 

Reduction by Quantum Leaping PSO With Nearest-Neighbor Memeplexes[J]. IEEE 

Transactions on Cybernetics, 2018, doi: 10.1109/TCYB.2018.2834390. 

[5]  Pawlak Z. Rough Sets: Theoretical Aspects of Reasoning about Data[M]. Kluwer 

Academic Publishers, 1992. 

[6]  Jiang Z, Jiang Y, Yan W, et al. A hybrid approach of rough set and case-based 

reasoning to remanufacturing process planning[J]. Journal of Intelligent Manufacturing, 

2019, 30(1): 19-32. 

[7]  Ju H, Li H, Yang X, et al. Cost-sensitive rough set: A multi-granulation approach[J]. 

Knowledge-Based Systems, 2017, 123: 137-153.  

[8]  Su L. Attribute Reduction of Multivalued Information System Based on Conditional 

Information Entropy[J]. Computer Study, 2010, 6: 562-565. 

[9]  Luo C, Li T, Chen H, et al. Incremental rough set approach for hierarchical 

multicriteria classification[J]. Information Sciences, 2018, 429: 72-87. 

[10]  Ping L, He Q, Shi Z. Theoretical study on a new information entropy and its use in 

attribute reduction[C]. ICCI ’05 Proceedings of the Fourth IEEE International Conference 

on Cognitive Informatics. 2005, pp.73-79. 

[11]  Qian Y, Liang X, Qi W, et al. Local rough set: A solution to rough data analysis in 

big data[J]. International Journal of Approximate Reasoning, 2018, 97:38-63. 

[12]  Shen Q, Jiang Y L. Attribute reduction of multi-valued information system based on 

conditional information entropy[C]. 2008 IEEE International Conference on Granular 

Computing, Hangzhou, 2008, pp. 562-565. 

[13]  Shang-Zhi W U, Gou P Z. Attribute Reduction Algorithm on Rough Set and 

Information Entropy and Its Application[J]. Computer Engineering, 2011, 37(7): 56-55. 

[14]  Tiwari A K, Shreevastava S, Som T, et al. Tolerance-based intuitionistic fuzzy-rough 

set approach for attribute reduction[J]. Expert Systems with Applications, 2018, 101(1): 

205-212. 

[15]  Wang G, Yu H, Yang D. Decision table reduction based on conditinal information 

entropy, Chinese Journal of Computer, 2002, 25(7): 759-766. 

[16]  Wang F, Liang J, Dang C. Attribute reduction for dynamic data sets[J]. Applied Soft 

Computing, 2013, 13(1):676-689. 



 ISSN: 2320-0294Impact Factor: 6.765  

77 International Journal of Engineering, Science and Mathematics 

http://www.ijesm.co.in, Email: ijesmj@gmail.com 

 

[17]  Yang Y, Chen D, Hui W, et al. Incremental Perspective for Feature Selection Based 

on Fuzzy Rough Sets[J]. IEEE Transactions on Fuzzy Systems, 2018, 26(3): 1257-1273. 

[18]  Yun K, Wu S, Li Y, et al. A variable precision grey-based multi-granulation rough set 

model and attribute reduction[J]. Knowledge-Based Systems, 2018, 148: 131-145. 

[19]  Zak D. Approximate entropy reducts[J]. Fundamenta Informaticae, 2002, 53(53): 

365-390. 

[20]  Zhang X, Yang J, Tang L. Three-way class-specific attribute reducts from the 

information viewpoint[J]. Information Sciences, 2018, doi.org/10.1016/j.ins.2018.06.001. 


