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## ABSTRACT

In this paper we have discussed formal integral transform which is generalization of Weber-Orr transforms and its inverse by making use of generalized Erdelyi-Kober operators.
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## 1. INTRODUCTION

We have established generalization of Weber-Orr transform and its inverse transform due to Nasim [5] by making use of generalized Erdelyi-Kober operators defined earlier by Lowndes [4]. Now, we introduce generalization of Weber-Orr transform $W_{\mu, v}^{k}[;]$ of arbitrary order $(\mu, v)$ and its inverse $W_{\mu, \nu}^{k^{-1}}[;]$ by the following expressions

$$
\begin{equation*}
\hat{f}(t)=W_{\mu, v}^{k}[f(s) ; t]=\int_{a}^{\infty} R_{\mu, v}^{k}(t ; s, a) s f(s) d s \tag{1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
f(s)=W_{\mu, \nu}^{k^{-1}}[\hat{f}(t) ; a]=\int_{0}^{\infty} \frac{R_{\mu, v}^{k}(t ; s, a)}{J_{v}^{2}(t a)+Y_{v}^{2}(t a)} t \hat{f}(t) d t \tag{1.2}
\end{equation*}
$$

where,

$$
R_{\mu, v}^{k}(t ; s, s)=\left[J_{\mu}(t s) Y_{v}(t a)-J_{v}(t a) Y_{\mu}(t s)\right]_{0} F_{1}\left[v-\mu ; \frac{k^{2}\left(x^{2}-s^{2}\right)}{4}\right]
$$

Also, $f$ is continuous on $(a, \infty)$ and $\left|\int_{a}^{\infty} x^{\frac{1}{2}} f(x) d x\right|<\infty$.
We deal with generalized Weber-Orr transform $W_{\mu, \nu}^{k}[;]$ for the parameter $\mu$. Many known results have been given as particular cases. The results obtained are mostly used in Mathematical Physics in general.
2. THE TRANSFORM $W_{v-\alpha, v}^{k}[;], \alpha>0$

Lemma 2.1. If $0<\alpha<\frac{1}{2} v+\frac{3}{4}$, then

$$
\begin{equation*}
R_{v-\alpha, v}^{k}(t ; s, a)=a^{v-\alpha} t^{\alpha} k^{1-\alpha} \int_{s}^{\infty} x^{1-v}\left(x^{2}-t^{2}\right)^{\frac{\alpha-1}{2}} \cdot R_{v, v}^{k}(t ; x, a) J_{\alpha-1}\left[k\left(x^{2}-t^{2}\right)^{\frac{1}{2}}\right] d x \tag{2.1}
\end{equation*}
$$

where

$$
R_{\mu, v}^{k}(t ; s, a)=\left[J_{\mu}(t s) Y_{v}(t a)-J_{v}(t a) Y_{\mu}(t s)\right]_{0} F_{1}\left[v-\mu ; k\left(\frac{x^{2}-s^{2}}{4}\right)\right]
$$

By making use of standard result Erdely et.al. [1, p. 25, 104] the result can be obtained.
Lemma 2.2. If $0<\alpha<\frac{1}{2} v+\frac{3}{4}, \int_{a}^{\infty}\left|x^{\alpha+\frac{1}{2}} f(x)\right| d x<\infty$
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and $F(x)=x^{\alpha-v} k^{1-\alpha} \int_{a}^{x} s^{1+v-\alpha}\left(x^{2}-s^{2}\right)^{\frac{\alpha-1}{2}} . J_{\alpha-1}\left[k\left(x^{2}-s^{2}\right)^{\frac{1}{2}}\right] f(s) d s$
then,

$$
\begin{gather*}
\int_{a}^{\infty} x^{\frac{1}{2}-\alpha} F(x) d x=\frac{2^{-\alpha}}{\Gamma(\alpha)} B\left(\frac{1}{2} v+\frac{1}{4}-\alpha, \alpha\right) \int_{0}^{\infty} s^{\frac{1}{2}+\alpha} \\
\cdot{ }_{0} F_{1}\left[\alpha ; \frac{k^{2}\left(x^{2}-s^{2}\right)}{4}\right] f(s) d s \tag{2....}
\end{gather*}
$$

where,

$$
B\left(\frac{1}{2} v+\frac{1}{4}-\alpha, \alpha\right)=\frac{\Gamma\left(\frac{1}{2} v+\frac{1}{4}-\alpha\right) \Gamma(\alpha)}{\Gamma\left(\frac{1}{2} v+\frac{1}{4}\right)}
$$

Proof: From (2.2), we have,

$$
\begin{gathered}
\int_{a}^{\infty} x^{\frac{1}{2}-\alpha} F(x) d x=k^{1-\alpha} \int_{a}^{\infty} x^{\frac{1}{2}-v} d x \int_{a}^{x} s^{1+v-\alpha}\left(x^{2}-s^{2}\right)^{\frac{\alpha-1}{2}} \\
. J_{a-1}\left[k\left(x^{2}-s^{2}\right)^{\frac{1}{2}}\right] f(s) d s
\end{gathered}
$$

On changing the order of integration and evaluating integral, we obtain

$$
\begin{gathered}
\int_{a}^{\infty} x^{\frac{1}{2}-\alpha} F(x) d x=\frac{2^{-\alpha}}{\Gamma(\alpha)} B\left(\frac{1}{2} v+\frac{1}{4}-\alpha, \alpha\right) \int_{a}^{\infty} s^{\frac{1}{2}+\alpha} \\
\cdot{ }_{0} F_{1}\left[\alpha ; \frac{k^{2}\left(x^{2}-s^{2}\right)}{4}\right] f(s) d s
\end{gathered}
$$

The result is valid for the extended range, $0<\alpha<\frac{1}{2} v+\frac{3}{4}$ by analytic continuation as a $\alpha \neq \frac{1}{2} v+\frac{1}{4}$ and $v>-\frac{1}{2}$.
Corollary: $\left|\int_{a}^{\infty} x^{\frac{1}{2}-\alpha} F(x) d x\right| \leq K \int_{a}^{\infty}\left|s^{\frac{1}{2}+\alpha} f(s)\right| d s<\infty$
Where, $K$ denotes a constant.
Theorem 2.1. If $0<\alpha<\frac{1}{2} v+\frac{3}{4}, v>\frac{1}{2}, \int_{a}^{\infty}\left|x^{\frac{1}{2}+\alpha} f(x)\right| d x<\infty$
and $\hat{f}(t)=W_{v-\alpha, v}^{k}[f(s) ; t]$, then $x^{-\alpha} F(x)=W_{v-\alpha, v}^{k-1}\left[t^{-\alpha} \hat{f}(t) ; x\right]$
where

$$
\begin{array}{r}
x^{-\alpha} F(x)=k^{1-\alpha} x^{-\nu} \int_{a}^{x} s^{1+\nu-\alpha}\left(x^{2}-s^{2}\right)^{\frac{\alpha-1}{2}} \\
. J_{\alpha-1}\left[k\left(x^{2}-s^{2}\right)^{\frac{1}{2}}\right] f(s) d s
\end{array}
$$

Proof: From (1.1), we have,
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$$
f(\hat{t})=\int_{a}^{\infty} R_{v-\alpha, v}^{k}(t ; s, a) s f(s) d s
$$

Here, the integral exists and is absolutely convergent due to the condition stated with the theorem, on making use of Lemma (2.1), we have,

$$
\begin{aligned}
& \hat{f}(t)=t^{\alpha} k^{1-\alpha} \int_{a}^{\infty} s^{1+v-\alpha} f(s) d s \int_{a}^{\infty} x^{1-v}\left(x^{2}-s^{2}\right)^{\frac{\alpha-1}{2}} \\
& . R_{v, v}^{k}(t ; x, a) J_{\alpha-1}\left[k\left(x^{2}-s^{2}\right)^{\frac{1}{2}}\right] d x
\end{aligned}
$$

By changing the order of integration, valid due to absolute convergence, and using (2.2), we have,

$$
\begin{array}{r}
t^{-\alpha} \hat{f}(t)=\int_{a}^{\infty} x^{1-\alpha} R_{v, v}^{k}(t ; x, a) F(x) d x \\
=W_{v, v}^{k}\left[x^{-\alpha} F(x) ; t\right]
\end{array}
$$

On applying inversion formula (1.2), valid because of (2.4), we obtain the required result

$$
x^{-\alpha} F(x)=W_{v, v}^{k^{-1}}\left[t^{-\alpha} \hat{f}(t) ; x\right]
$$

Before going to next Lemma, we shall first define generalized Erdelyi-Kober operators due to Lowndes [4] as

$$
\begin{align*}
{ }_{a}^{x} A_{k}(\eta, \alpha) f(u) & =2^{\alpha} x^{-2 \alpha} x^{-2 \eta-2 \alpha} k^{1-\alpha} \int_{a}^{x} u^{2 \eta+1}\left(x^{2}-u^{2}\right)^{\frac{\alpha-1}{2}} \\
. & J_{\alpha-1}\left[k\left(x^{2}-u^{2}\right)^{\frac{1}{2}}\right] f(u) d u, \alpha>0 \tag{2.5}
\end{align*}
$$

and

$$
\begin{equation*}
{ }_{a}^{x} A_{k}(\eta, \alpha) f(u)=x^{-1-2 \eta-2 \alpha} D_{x}^{m}\left[x^{2 m+2 \alpha+2 \eta+1}{ }_{a}^{x} A_{k}(\eta, \alpha+m) f(u)\right] \tag{2.6}
\end{equation*}
$$

for $\alpha<0,0 \leq \alpha+m<1, D_{x} \equiv \frac{1}{2} \frac{d}{d x} \frac{1}{x}$ and $m=1,2, \ldots$.
If ${ }_{a}^{x} A_{k}^{-1}(\eta, 0)$ is the identity operator then the inverse operator is defined as

$$
\begin{equation*}
{ }_{a}^{x} A_{k}^{-1}(\eta, \alpha)={ }_{a}^{x} A_{k}(\eta+\alpha,-\alpha) \tag{2.7}
\end{equation*}
$$

Lemma 2.3. If $F(x)=k^{1-\alpha} x^{\alpha-\nu} \int_{a}^{x} s^{1+v-\alpha}\left(x^{2}-s^{2}\right)^{\frac{\alpha-1}{2}} J_{\alpha-1}\left[k\left(x^{2}-s^{2}\right)^{\frac{1}{2}}\right]$

$$
f(s) d s
$$

then,

$$
\begin{array}{r}
f(x)=\frac{2^{1+\alpha}}{\Gamma(m-\alpha)} x^{\alpha-v-1} D_{x}^{m}\left[x \int_{a}^{x} u^{v-\alpha+1}\left(x^{2}-u^{2}\right)^{n-\alpha-1}\right. \\
\left.\cdot{ }_{0} F_{1}\left(m-\alpha ; \frac{k^{2}\left(x^{2}-u^{2}\right)}{4}\right) F(u) d u\right]
\end{array}
$$

where $\alpha>0,0 \leq m-\alpha<1, m=1,2, \ldots$
Proof: Making use of (2.5), we have

$$
F(x)=\left(\frac{x^{2}}{2}\right)^{\alpha}{ }_{a}^{x} A_{k}\left(\frac{v-\alpha}{2}, \alpha\right) f(u), \alpha>0
$$
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From (2.6), (2.7), we have,

$$
\left.\left.\begin{array}{rl}
f(x)= & { }_{a}^{x} A_{k}^{-1}\left(\frac{v-\alpha}{2}, \alpha\right) \\
={ }_{a}^{x} A_{k}\left(\frac{v+\alpha}{2},-\alpha\right)\left[\left(\frac{2}{u^{2}}\right)^{\alpha} F(u)\right]  \tag{2.8}\\
u^{2}
\end{array}\right)^{\alpha} F(u)\right] \quad \begin{aligned}
& 2^{1+\alpha} \\
& \Gamma(m-\alpha) \\
& x^{\alpha-v-1} D_{x}^{m}\left[x \int_{a}^{x} u^{v-\alpha+1}\left(x^{2}-u^{2}\right)^{m-\alpha-1}\right. \\
& \left.\quad \cdot{ }_{0} F_{1}\left(m-\alpha ; \frac{-k^{2}\left(x^{2}-u^{2}\right)}{4}\right) F(u) d u\right]
\end{aligned}
$$

If we set $\alpha=m, m=1,2, \ldots$ as a particular case and ${ }_{a}^{x} A_{k}(\eta, 0)$ using the identify operator, from (2.8) we obtain,

$$
f(x)=x^{m-\nu}\left(\frac{1}{x} \frac{d}{d x}\right)^{k}\left[x^{v-m} F(x)\right]
$$

Lemma 2.4.

$$
\begin{equation*}
x^{v-m} f(x)=\left(\frac{1}{x} \frac{d}{d x}\right)^{m}\left[x^{v-m} F(x)\right] \tag{2.9}
\end{equation*}
$$

where $f$ and $F$ are defined in Lemma (2.3).
Lemma 2.5. Making use of the representation of function $R_{\mu, \nu}^{k}[;]$, we obtain

$$
\left(\frac{1}{x} \frac{d}{d x}\right)^{m}\left[x^{v} R_{v, v}^{k}(t ; x, a)\right]=t^{m} x^{v-m} R_{v-m, v}^{k}(t ; x, a)
$$

This follows directly from the differentiation properties of the Bessel functions $J_{\mu}$ and $Y_{\mu}[7$, Chap. 3].
Theorem 2.2. If $0<m<\frac{1}{2} v+\frac{3}{4}, m=1,2, \ldots ; v>-\frac{1}{2}, \int_{a}^{\infty}\left|x^{m+\frac{1}{2}} f(x)\right| d x<\infty$ and $f(t)=W_{v-m, v}^{k}[f(s) ; t]$
then

$$
f(s)=W_{v-m, v}^{k^{-1}}[f(t) ; s]
$$

Proof: By theorem (2.1), we have,

$$
\begin{equation*}
x^{-m} F(x)=W_{v, v}^{k^{-1}}\left[t^{-m} f(t) ; x\right] \tag{2.10}
\end{equation*}
$$

where

$$
F(x)=k^{1-\alpha} x^{m-\nu} \int_{a}^{x} s^{1+\nu-m}\left(x^{2}+s^{2}\right)^{\frac{m-1}{2}} J_{m-1}\left[k\left(x^{2}-s^{2}\right)^{\frac{1}{2}}\right] f(s) d s
$$

Using the definition of operator $W_{v, \nu}^{k^{-1}}[;]$, we obtain

$$
x^{-m} F(x)=\int_{0}^{\infty} \frac{R_{v, v}^{k}(t ; x, a)}{J_{v}^{2}(t a)+Y_{v}^{2}(t a)} t^{1-m} f(t) d t
$$

Now, applying the operator $\left(\frac{1}{x} \frac{d}{d x}\right)^{m} x^{v}$ to both the sides of previous equation, we have

$$
\begin{gather*}
\left(\frac{1}{x} \frac{d}{d x}\right)^{m}\left[x^{v-m} F(x)\right]=\left(\frac{1}{x} \frac{d}{d x}\right)^{m}(x)^{\nu} \int_{0}^{\infty} \frac{R_{v, v}^{k}(t ; x a)}{J_{v}^{2}(t a)+Y_{v}^{2}(t a)} \\
. t^{1-m} f(t) d t \tag{2.11}
\end{gather*}
$$

Making use of Lemma (2.5) after bringing the differential operator inside the integral sign on the right hand side of above equation and applying (2.9) on left hand side, we obtain

$$
\begin{equation*}
f(x)=\int_{0}^{\infty} \frac{R_{v-m, v}^{k}(t ; x, a)}{J_{v}^{2}(t a)+Y_{v}^{2}(t a)} t f(t) d t \tag{2.12}
\end{equation*}
$$

Bringing of differential operator inside the integral is valid because $\left|R_{v-m}^{k}(t ; x, a)\right|$ is bounded and the resulting integral (2.12) is uniformly convergent for all $x>a$. Thus, the required result is

$$
f(x)=W_{v-m, v}^{k^{-1}}[f(t) ; x]
$$

## SPECIAL CASES

(i) If we set $m=0$ then we obtain results discussed by Nasim [5], Weber and Orr [2, p. 74].
(ii) Setting $k=0, \mu=v-m, m=1,2$ gives rise to Weber-Orr transform introduced by Krajeswsk and Obesiak [3].
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