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Abstract: The real-time Web can provide timely information on important events, and mining it 

online with stream processing allows yielding maximum benefit from it. In this chapter we 

proposed an application to online news recommendation. Our goal is to help the user keep up 

with the torrent of news by providing personalized and timely suggestions. We described T.REX, 

an online recommender that combines stream and graph mining to harness the information 

available on Twitter. T.REX creates personalized entity-based user models from the information 

in the tweet streams coming from the user and his social circle, and further tracks entity 

popularity in Twitter and news streams. T.REX constantly updates the models in order to 

continuously provide fresh suggestions.We framed our problem as a click-prediction task and we 

tested our system on real-world data from Twitter and Yahoo! news. We combined the signals 

from the two streams by using a learning-to-rank approach with training data extracted from 

Yahoo! toolbar logs. T.REX is able to predict with good accuracy the news articles clicked by 

the users and rank them higher on average. Our results show that the real-time Web is a useful 

resource to build powerful predictors of user interest. 

1. Introduction 

Real-time Web is an umbrella term that encompasses several social micro-blogging services. It 

can be modeled as a graph of nodes exchanging streams of updates via publish-subscribe 

channels. As such it crosses the boundaries between graphs and streams as defined in the 

taxonomy of Famous examples include Facebook’s news feed and Twitter. 
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In this chapter we tackle the problem of mining the real-time Web to suggest articles from the 

news stream. We propose T.REX, a new methodology for generating personalized 

recommendations of news articles by leveraging the information in users’ Twitter persona. We 

use a mix of signals to model relevance of news articles for users: the content of the tweet stream 

of the users, the profile of their social circles, and recent topic popularity in news and Twitter 

streams. 

We validate our approach on a real-world dataset from Yahoo! news and one month of tweets 

that we use to build user profiles. We model the task as click prediction and learn a personalized 

ranking function from click-through data. Our results show that a mix of various signals from the 

real-time Web is an effective indicator of user interest in news. 

2. Problem definition and model 

Our goal is to harness the information present in tweets posted by users and by their social 

circles in order to make relevant and timely recommendation of news articles. We proceed by 

introducing our notation and define formally the problem that we consider in this work. For 

quickreference, our notation is also summarized in Table 

Table 1: Table of symbols. 

Definition(News stream).LetN={n0; n1,n2, , , }be an unbounded streamof news arriving from a 

set of news sources, where news article ni is published at time (ni). 
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Definition  (Tweet stream). LetT={t0; t1, , , }be an unbounded streamof tweets arriving from the 

set of Twitter users, where tweet ti is published at time (ti). 

Problem  (News recommendation problem). Given a stream of newsN, aset of users U = {u0; u1, 

, , } and their stream of tweets T , find the top-k most relevant news for user u 2 U at time . 

We aim at exploiting the tweet and news streams to identify newsof general interest, but also at 

exploiting a Twitter-based user profile to provide personalized recommendations. That is, for any 

user u 2 U at any given time , the problem requires to rank the stream of past news in N 

according to a user-dependent relevance criteria. We also aim at incorporating time recency into 

our model, so that our recommendations favor the most recently published news articles. 

We now proceed to model the factors that affect the relevance of news for a given user. We 

first model the social-network aspect. In our case, the social component is induced by the Twitter 

following relationship. We define S to be the social network adjacency matrix, were S(i; j) is 

equal to 1 divided by the number of users followed by user ui if ui follows uj, and 0 otherwise. 
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We also adopt a functional ranking (Baeza-Yates et al.,2006) that spreads the interests of a user 

among its neighbors recursively. By limiting the maximum hop distance d, we define the social 

influence in a network as follows. 

3. Learning algorithm 

The next step is to estimate the parameters of the relevance model that we developed in the 

previous section. The parameters consist of the coefficients, , used to adjust the relative weight of 

the components of the ranking function R . Another parameter is the damping factor used in the 

computation of social influence, but we empirically observed that it does not influence the results 

very much, so we used a default value of 𝜎= 0:85 common in PageRank. We consider only direct 

neighbors by setting the maximum hop distance d = 1. This choice is for practical reasons, since 

crawling Twitter is rate limited and thus very slow. 

Our approach is to learn the parameters of the model by using train-ing data obtained from 

action logs. In particular, we use click-log data from Yahoo! toolbar as a source of user 

feedback, The Yahoo! toolbar anonymously collects clicks of several millions of users on the 

Web, in-cluding clicks on news. Our working hypothesis is that a high-quality news 

recommender ranks high the news that will be clicked by users. We actually formulate our 

recommendation task according to the learning-to-rank framework (Joachims, 2002). 

Consider a user u 2 U and a news article n 2 N with publication timestamp (n) , where is the 

current time. We say that the news article n should be ranked in the i-th position of the 

recommendation list for user u, if it will be the i-th article to be clicked in the future by user u. 

This formulation allows to define precedence constraints on the rank-ing function R . Let c(n) 

be the time at which the news n is clicked, and let c(n) = +∞ if n is never clicked. At time , for 

two news ni, nj with 

t(ni)and  t(nj) ≤  t , we obtain the following constraint: 
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Ift≤c(ni) < c(nj) then R (u; ni) > R (u; nj):  

The click stream from Yahoo! toolbar identifies a large number of constraints according to 

Equation (5.1) that the optimal ranking function must satisfy. As for the learning-to-rank 

problem Joachims (2002), finding the optimal ranking function is an NP-hard problem. 

Additionally, considering that some of the constraints could be contradictory, a feasible solution 

may not exist. As usual, the learning problem is translated to a Ranking-SVM optimization 

problem. 

4. Constraint selection 

The formulation of Problem 4 includes a potentially huge number of constraints. Every click 

occurring after time on a news, generates a new constraints involving n and every other non-

clicked news published before time. Such a large number of constraints also includes relation-

ships on “stale” news articles, e.g., a non-clicked news article published weeks or months before 

. Clicks are the signals driving the learning process. So it is important to select pairs of clicked 

news articles that eliminate biases such as the one caused by stale news articles. Clearly, the 

more constraints are taken into consideration during the learning process, the more robust is the 

final model. On the other hand, increasing the number of constraints affects the complexity of 

the minimization algorithm. We propose the following strategy in order to select only the most 

interesting constraints and thus simplify the optimization problem. 
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5. Experimental evaluation 

5.1 Dataset 

 

Figure 1: Distribution of entities in Twitter. 

To build our recommendation system we need the following sources of information: Twitter 

stream, news stream, the social network of users, 
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Figure 2: Distribution of entities in news. 

5.2. Test set 

Evaluating a recommendation strategy is a complex task. The ideal evaluation method is to 

deploy a live system and gather click-through statistics. While such a deployment gives the best 

accuracy, it is also very expensive and not always feasible. 

User studies are a commonly used alternative evaluation method. However, getting judgements 

from human experts does not scale well to a large number of recommendations. Furthermore, 

these judgement are often biased because of the small sample sizes. Finally, user studies cannot 

be automated, and they are impractical if more than one strategy or many parameters need to be 

tested. 

For these reasons, we propose an automated method to evaluate our recommendation 

algorithm. The proposed evaluation method exploits the available click data collected by the 

Yahoo! toolbar, and it is similar in spirit with the learning process. Given a stream of news and a 

stream of tweets for the user, we identify an event that a user clicks at a news article. Assume 
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that such a click occurs at time = c(n ). Suppose the user just logged in the system at time. Then 

the recommendation strategy should rank the news article n as high as possible. 

To create a test instance, we collect all news articles that have been published within the time 

interval [ ; ], and select a subset as de-scribed by Equation (5.4): we pick the news with largest 

scores according to the components of content, social, popularity, and number of clicks un-til 

time . In total we generate a pool of k = 1,000 candidate news. All these news articles are ranked 

using our ranking function R, and we then examine what is the ranking of the article n in the list. 

We use the last 20%, in chronological order, of the Yahoo! toolbar log to test the T.REX and 

T.REX+ algorithms, as well as all the baselines. 

6. Results 

We report MRR, precision and coverage results. The two variants of our system, T.REX and 

T.REX+, have the best results overall. 

T.REX+ has the highest MRR of all the alternatives. This result means that our model has a 

good overall performance across the dataset. CONTENT has also a very high MRR. 

Unfortunately, the coverage achieved by the CONTENT strategy is very low. This issue is 

mainly caused by the sparsity of the user profiles. It is well know that most of Twitter users 

belong to the “silent majority,” and do not tweet very much.The SOCIAL strategy is affected by 

the same problem, albeit to a much lesser extent. The reason for this difference is that SOCIAL 

draws from a large social neighborhood of user profiles, instead of just one. So it has more 

chances to provide a recommendation. The quality of the recommendation is however quite low, 

probably because the social-based profile only is not able to catch the specific user interests. 
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Figure 4: Average discounted cumulated gain on related entities. 

7. Conclusion 

Our goal is to help the user keep up with the torrent of news by providing personalized and 

timely suggestions. We devised T.REX, an online recommender that combines stream and graph 

mining to harness the information available on Twitter. The proposed system processes all the 

incoming data online in a streaming fashion and is amenable to parallelization on stream 

processing engines like S4. This feature allows to provide always fresh recommendations and to 

cope with the large amount of input data. T.REX extracts several signals from the real-time Web 

to predict user interest. It is able to harnesses information extracted from user-generated content, 

social circles and entity popularity in Twitter and news streams. Our results show that the real-

time Web is a useful resource to build powerful predictors of user interest. 

The research results presented in this thesis open the way to some interesting questions that 

deserve further investigation. It is reasonable to ask whether all of the useful part of the Web can 

be modeled as bags, graphs, streams or a mix of these. Furthermore, the Web is highly dy-namic 
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and changes rapidly. Therefore new kinds of data might require new models and new algorithms. 

On the other hand new DISC systems are emerging and they might provide a good fit for some 

of the algorithms presented here, especially for graph and iterative computations. Finally, the 

algorithms presented in Chapter 3 and Chapter 4 can be gen-eralized to contexts different from 

the Web. Finding the limits of appli-cability of these algorithms is an interesting line of research. 
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