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  Abstract 

 
 

By weakening the correlation between variables,the general 
multivariate linear regression model is improved.Based on the 
improved multivariate linear regression analysis, a regression 
model of civil aviation passenger volume is2154 
established.And the regression model of civil aviation 
passenger volume gives the influence of different influencing 
factors on civil aviation passenger volume, and forecasts the 
passenger volume of civil aviation.The improved general 
multivariate linear regression model can weaken the influence 
of multicollinearity regression model and can got more 
reasonable results for economic structural analysis. 
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1. Introduction 

In the economic problems, there are many independent variables involved. It is difficult to 
find a set of independent variables which are not related to each other, because they have a 
significant influence on the dependent variables. Objectively speaking, there is a certain 
correlation between these influencing factorswhen the economic phenomenon involves multiple 
influencing factors, and sometimes there is a serious multicollinearity linearity. When there is 
multiple collinearity between independent variables, the regression results may have the 
following effects: increase the variance of the least squares estimator, the parameter estimates 
are unstable, sensitive to sample changes, the test reliability is reduced, and generate Discard 
True Error. As the variance of the parameter estimator increases, the t-test value will become 
smaller in the case of a significant test, which may make some significant parameter test results 
become inconspicuous, thus discarding the important variables. In order to solve the problem of 
multiple collinearity among the independent variables, statisticians have put forward some 
effective methods in recent decades: Ridge regression method, principal component analysis 
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method, partial least squares method [1], but these methods do not fundamentally eliminate the 
multiple collinearity effect between variables. In recent years, several researchers have improved 
the multivariate linear regression model, see the relevant research [2-6]. 

At present, as the rapid growth of China's income, civil aviation industry is booming.In order 
to make accurate assessment and forecast the civil aviation business volume, the change trend 
and cause of civil aviation passenger volume become the main concern of the airline. The 
influencing factors of China's civil aviation passenger volume can be found in the relevant 
research [7-9]. There is a serious multiple collinearity among the influencing factors of civil 
aviation passenger volume problem. Zhang Yan [10] and other civil aviation passenger volume 
regression models do not take into account the multiple collinearity between variables, making 
the economic significance of some variables not reasonably explained. In this paper, an improved 
multivariate linear regression model is proposed to reduce the effect of multiple collinearity on 
regression model by eliminating overlapping information between variables. The result of the 
regression model of civil aviation passenger volume is more reasonable, and the result is more 
accurate when the economic forecast is made. 
 
2. The Improved Multiple Linear Regression Model 
2.1. Ordinary multiple linear regression model 

Multiple linear regression is an important method in multivariate statistical analysis. It is 
widely used in the research of society, economy, technology and many natural sciences. It is the 
most basic method to study the uncertain relationship (correlation) between a variable 
(dependent variable) and multiple factors (independent variables).  

Multivariate linear regression model with random variable y and independent variable

pxxx ,,, 21  is 

  ppxxxy 22110  

where 0 1, , , p  L are the unknown parameters,  is a random error, and 2~ (0, )nN I  . 

In linear regression analysis, the task is to estimate the unknown parameters in the above 
equation and make statistical inferences on the regression function. The commonly used 
parameter estimation method is the least squares method. Under Gauss-Markov conditions, the 
least squares estimate is a linear unbiased estimate, and it can be shown that the least squares 
estimate has the smallest variance among all linear unbiased estimators. In multiple regression 
analysis applications, multiple dependencies often exist between variables. When there is a 
serious multiple correlation in the independent variable, if the least square method is still used to 
fit the regression model, the accuracy and reliability of the model can no longer be guaranteed. 
The regression coefficients are susceptible to large rounding errors and increase the sampling 
variability of the estimated values. In practice, when there are multiple correlations between 
independent variables, there are many anomalies in the regression results, which makes the 
inexperienced analysts very confused. In order to eliminate the multiple collinearity in the system, 
the principal component analysis method is often used, but the principal component extracted by 
principal component analysis can better generalize the information in the system of independent 
variables, but it often brings a lot of useless noises, which lacks the ability to interpret the 
dependent variables. 
2.2. Improved multiple linear regression model 
2.2.1.Relevant definitions and conclusions 
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Definition 1: The observation value of n group sample set ),,2,1)(,( nkxx jkik   is ( , )i jx x , 

ix , jx  is the mean value of the corresponding variable, the simple correlation coefficient of ix and

jx  is 
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If 0ijr  , it is to say that ix and
jx  are irrelevant; if 0.8ijr  , it is considered highly relevant; if 

0.3 0.5ijr  , it is considered to be of low relevance; if 0 0.3ijr  , it indicates that the 

correlation between the two variables is extremely weak and can be considered irrelevant in 
practical applications. 
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2.2.2. Modelling 
According to [11], the use of data standard processing will result in the loss of information of 

indicators, and the data is processed by means of mean-value method. The so-called mean is to 

use the mean value of data to remove the original data, that ' ij

ij

j

x
x

x
 . Using the mean value 

method to deal with the data does not cause the variable variation degree of information loss, at 
the same time the relevant information utilization degree of the variables and the use of 
standardization are the same. 
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The improved multiple linear regression model is as follows: 
Step 1 Assumes that the data matrix is averaged, and calculating sample correlation 

coefficient matrix ( )ijr r , which ijr represents the simple correlation coefficient of the 

independent variables ix and
jx . 

Step2It find the independent variable with multiple collinearity problem, in the sample 
correlation coefficient matrix, there is a multiplicity of collinearity between the variables

pxxx ,,, 21  . 

Step3 According to the correlation coefficient between the independent variables and the 
respective economic meaning of the choice need to remove the relevant information variables. It 
may be assumed that the correlation coefficient between 

1x  and y  is the largest, Among the 

independent variables pxxx ,,, 21  , the correlation coefficient between 
2x  and 

1x  is the largest. 

Then put 1x as a basic quantity, and let 
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, then '

2x is treated with a mean 

value. 
Step4 The least squares regression analysis is made by using the processed variables and the 

dependent variable y , and the regression model is tested statistically. If the regression 

coefficients can be verified by means of a significant test, and all of them can get a reasonable 
economic explanation, the algorithm terminates; otherwise, Step 3 is to continue the regression 
analysis. 

 
3. Model Simulation 

In order to study the changing trend of passenger traffic volume in China and its causes, we 
use passenger traffic volume as the dependent variable y (10,000 people), national income 1x (100 

million yuan), household consumption level 2x (yuan), civil aviation route mileage 3x (10,000 

kilometers), railway the passenger traffic 4x (10,000 people) and the number of tourists coming to 

China 5x (10,000 people) are independent variables. According to the Summary of China Statistics 

2017, the statistics for 2001-2016 are obtained. See Table 1 in detail. 
 

Table 1.The data related to the civil aviation passenger traffic 

Year 1x  2x  3x
 4x  5x

 
y  

2001 109276.20  3987.00  155.40  105155.00  1122.64  7524.00  

2002 120480.40  4301.00  163.77  105606.00  1343.95  8594.00  

2003 136576.30  4606.00  174.95  97260.00  1140.29  8759.00  

2004 161415.40  5138.00  204.94  111764.00  1693.25  12123.00  

2005 185998.90  5771.00  199.85  115583.00  2025.51  13827.00  

2006 219028.50  6416.00  211.35  125655.80  2221.03  15967.84  

2007 270844.00  7572.00  234.30  135670.00  2610.97  18576.21  

2008 321500.50  8707.00  246.18  146192.85  2432.53  19251.12  

2009 348498.50  9514.00  234.51  152451.19  2193.75  23051.64  

2010 411265.20  10919.00  276.51  167609.02  2612.69  26769.14  

2011 484753.20  13134.00  349.06  186226.07  2711.20  29316.66  
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2012 539116.50 14699.00 328.01 189336.90 2719.15 31936.05 

2013 590422.40 16190.00 410.60 210596.90 2629.00 35396.63 

2014 644791.10 17778.00 463.72 230460.00 2636.10 39194.88 

2015 686449.60 19397.00 531.72 253484.00 2598.50 43618.00 

2016 740598.70 21258.00 634.81 281405.23 2813.00 48796.05 

 
3.1.Simulation by the general multiple linear regression model 

Before regression analysis, average the data. It is assumed that the variables after the mean 

are represented by '

1x , '

2x , '

3x , '

4x , '

5x and 'y . Calculate the simple correlation coefficient between 

variables, get the correlation coefficient matrix, see Table 2. 
 

Table 2. Correlation coefficient matrix 

 '

1x  
'

2x  
'

3x
 

'

4x  
'

5x
 

'y  
'

1x  1 0.999 0.96 0.992 0.869 0.991 

'

2x  0.999 1 0.965 0.993 0.855 0.989 

'

3x
 

0.961 0.965 1 0.956 0.854 0.984 

'

4x  0.992 0.993 0.956 1 0.866 0.985 

'

5x
 

0.869 0.855 0.854 0.866 1 0.901 

'y  0.991 0.989 0.984 0.985 0.901 1 

 
It can be seen from the correlation coefficient matrix of Table 2 that the simple correlation 

coefficients of the independent variables '

1x  and '

2x , '

3x , '

4x , have reached 0.9 or more, and there 

are serious multicollinearity between the independent variables. 
3.1.1.Establish the regression model with all the independent variables 

Through the SPSS software [12], the estimated values of the regression coefficients are: -1.64, 
-0.842, 2.237, -0.470, -0.196, 0.436. 

Ordinary civil passenger traffic regression model (model 1) is 
' ' ' ' ' '

1 2 3 4 51.64 0.842 2.237 0.470 0.196 0.436y x x x x x       .(1) 

The sample determination coefficient of this regression model 2 0.992R  , the adjusted 

sample determination coefficient 2 0.984aR  , the fitting of the model is very high, and the 

regression equation can also pass the significance test. From the means of the mean regression 
coefficient, the most influential factor on the passenger traffic volume of the civil aviation is the 
consumption index, followed by the national income, and again the mileage of the civil aviation 
route. Every 1% increase in consumer index, civil aviation passenger traffic increases 2.237%, 
national income increases 1%, civil aviation passenger traffic decreases 0.842%. And the airline 
mileage per 1% increase, civil aviation passenger traffic reduced by 0.470%. From the qualitative 
analysis of economics, the national income and civil aviation passenger volume, airline mileage 
and civil aviation passenger volume should be positive correlation, negative regression coefficient 
can not be explained. 

It can be seen that when there is multiple collinearity between variables, the regression 
coefficient estimates obtained by ordinary least squares estimation are very unstable, and the 
variance of regression coefficients accelerates with the increase of multicollinearity, which will 
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cause regression. In the casewhen the equation is highly significant, some regression coefficients 
do not pass the significance test, and even the sign of the regression coefficient does not have a 
reasonable economic explanation. 
3.1.2. Multiple linear regression model based on stepwise regression 

The stepwise regression method is one of the most used variable selection methods at 
present, the basic idea of stepwise regression is to introduce the variable one by one, and the 
condition of introducing the variable is that the partial regression squared and the test are 
significant, and after each new variable is introduced, the selected variables are tested 
individually, and the insignificant variables are eliminated. This ensures that all the variables in the 
last obtained variable quantum set are significant. In this way, the "optimal" variable subset can 
be obtained after a number of steps. 

Through the output of SPSS software, The optimal model of stepwise regression contains 

only the independent variable '

1x , and the regression model (model 2) is 
' '

10.115 0.885y x  (2) 

The sample determination coefficient of the regression is 2 0.982R  , the adjusted sample 

determination coefficient is 2 0.980aR  . Compared with the whole model, the fitting of the model 

is very good, and the regression equation can be verified by the significance. However, the model 
contains only one independent variable,it does not embody the influence of national income, 
airline mileage, railway passenger volume and inbound tourist arrivals on civil aviation passenger 
volume, andmakes the structural analysis of the passenger volume regression model become 
extremely difficult. 
3.2.Simulation by theimproved multiple linear regression model 

By the correlation coefficient matrix of Table 2, we can see that the national income and 
residents consumption level, the airline mileage, the railway passenger volume, and the number 
of inbound tourists have serious multiple collinearity, among which the simple correlation 
coefficient of national income and residents ' consumption level reaches 0.999. Therefore, the 
first consideration is to remove the information contained in national income from the 
consumption level of the residents, and the third step of modeling step in accordance with the 

improved multivariate linear regression model is to make '' ' 2

2 2 10.8103x x x  . The ''

2x  is then treated 

with a mean value, and the processing PostScript is '''

2x . 

A multivariate linear regression model of 'y about independent variable '

1x , '''

2x , '

3x , '

4x , '

5x  is 

established. Through SPSS software, the estimated values of regression coefficients for the 
improved multivariate linear regression model are: -0.623, 0 .816, 0.303, 0.096, -0.289, 0.696. 

The mproved civil aviation passenger traffic regression model is 
' ' ''' ' ' '

1 2 3 4 50.623 0.816 0.303 0.096 0.289 0.696y x x x x x       . 

Let '''

2x  be reduced to a variable '

2x , the civil passenger traffic regression model (model 3) becomes 
' ' ' ' ' '

1 2 3 4 50.623 1.6263 0.303 0.096 0.289 0.696y x x x x x       .(3) 

The sample determination coefficient of this regression model 2 0.992R  , the adjusted 

sample determination coefficient 2 0.984aR  , are consistent with the results of the general civil 

passenger traffic regression model, and the regression equation can also pass the significance 
test. From the mean regression coefficient, the most influential factor is national income, 
followed by the number of inbound tourists, again for the railway passenger volume. Among 
them, railway passenger volume increased by 1%, civil aviation passenger volume decreased by 
0.289%, this also reflects, as China entered the era of high-speed rail, railway passenger volume of 
civil aviation passenger traffic has formed a greater impact. 

http://www.ijesm.co.in/
http://www.ijesm.co.in/


International Journal of Engineering, Science and Mathematics 
Vol. 7,Issue 9, September 2018,  
ISSN: 2320-0294 Impact Factor: 6.765 
Journal Homepage: http://www.ijesm.co.in, Email: ijesmj@gmail.com  
Double-Blind Peer Reviewed Refereed Open Access International Journal - Included in the International Serial Directories Indexed & 
Listed at: Ulrich's Periodicals Directory ©, U.S.A., Open J-Gage as well as in Cabell’s Directories of Publishing Opportunities, U.S.A 

  

34 International Journal of Engineering, Science and Mathematics 

http://www.ijesm.co.in, Email: ijesmj@gmail.com 

 

3.3. Comparative analysis of forecast results 
 

Table 3. Comparison of prediction results of three models 

Year 
Actual 

Passenger 
volume 

model 1（
Forecast 

value） 

Error 
model 2（
Forecast 

value） 

Error 
model 3（
Forecast 

value） 

Error 

2014 39194.88 37954.62 3.16% 37694.53 3.83% 38152.63 2.66% 

2015 43618.00 42369.66 2.86% 41753.78 4.27% 42953.06 1.52% 

2016 48796.05 47553.18 2.56% 46234.24 5.25% 47986.79 1.66% 

Average error   2.86%  4.45%  1.95% 

 
From the above results, it can be seen that the regression model of passenger traffic volume 

and the improved model of air passenger traffic return have little difference in predicting ability, 
which is more accurate than the multivariate linear regression model based on stepwise 
regression method. 
 
4. Conclusion 

In the modeling of economic problems, there are multiple collinearity in the variables involved, 
which requires the improvement of the ordinary multivariate linear regression model. From the 
case of civil aviation passenger traffic, the regression model of ordinary civil aviation passenger 
volume although some regression coefficients do not have a reasonable economic explanation, 

they fit the historical data well, the sample decision coefficient is 2 0.992R  , so long as the 
correlation type of the independent variable is kept unchanged in the future period, the better 
prediction result can be obtained. But not the economic structure of cooperation analysis. Based 
on the stepwise regression method, the prediction precision and economic structure analysis 
results are not satisfactory in the civil aviation passenger volume problem. The improved 
regression model of civil aviation passenger volume, both the prediction precision and the 
economic structure of the analysis results are very ideal. 
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