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  Abstract  

 
 

 

Cloud computing is the next generation architecture for IT Enterprises, and 

has proliferated itself due to the benefits it gives. It offers a virtulised 

environment for carrying out efficient, scalable and low cost computing. 

Cloud Service provider provides the computing resource on pay per usage 

basis, which results in reduced hardware costs for its registered users.  So, 

monitoring the cloud environment and providing security to the users is a 

major challenge and needs urgent solutions. This paper outlines the possible 

attacks type on a cloud environment and the defense mechanism .It also 

describe the classification of the various attacks type, so that counter 

measures can be taken to provide security to the cloud environment.  
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1. Introduction  
 

Cloud computing is a creative information technology based paradigm and one of the challenging 

improvements in the current technical environment. Most of the organisations are running their applications 

in the cloud due to reliability, scalability, high performance, low band width and rapid advancement in 

communication network. Cloud computing provides a computing platform to the registered users for 

deploying their computational needs in a distributed environment without the knowledge of underlined 

infrastructure.[1-2] 

 The cloud service provider (CSP) provides the services to the registered cloud users across the 

glove.[11] Based on the usages of data and applications cloud computing services are broadly categorized as 

Software as a Service (SaaS), Platform as a Service (PaaS), and Infrastructure as a Service (IaaS).The 

services are available to the users depending on cloud deployment (Public, Private, Community, and Hybrid 

Cloud) and the service level agreements (SLA) between the service providers and the users. In a Public 

Cloud, the resources are made available to the general public or a large user group[4]. In a Private Cloud, the 

resources are deployed for a single organization. In a Community Cloud, the resources are shared by more 

than one organization under a specific community and in Hybrid Cloud the infrastructure is a combination of 

more than one cloud deployment (private, community, or public).[4][7-8] 

The cloud environment provides virtualized platforms to the cloud users for accessing their resources 

and data. Virtualization is the method of providing virtualized resources from the physical hardware.[6][7] 

Due to the loosely coupled environment there is a possibility of attacks that occur in the cloud based 
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applications.Therefore, it is the responsibility of the cloud service providers to increase trust into cloud 

environment and ensure about the security of its users and the resource nodes.A risk in the virtualized 

environment is an outside power by which the current cloud nodes in one state move into another. A node in 

the cloud surrounding provisions the information and data and provides the client a virtualized stage to utilize 

the application as administrations. There are critical quantities of assaults or interruptions happen in the cloud 

based applications. 
 

Virtualization splits, allocates, and resizes the resources dynamically to build up the ad-hoc systems. A 

Virtual Machine (VM) is a dedicate software environment which runs operating systems and applications in 

the guest machine to help users application execution. So, VMs are logical machines having almost the same 

architecture as a real host machine, running an operating system in it.[12]The architecture of the virtual 

machine (VM) system is shown in figure 1.[6][7] According to the cloud architecture, multiple virtual 

machines (VMs) share the same physical machine.So virtualization technique ensures the availability of 

hardware and gives every application running on top of it. The details of the virtual, simulated environment 

are kept transparent from the application. The advantage here is the reduced cost of maintenance and reduced 

energy wastage which is not very surprising. So virtualization reduces the number of physical servers as a 

result of which one needs to maintain few servers ,this becomes much cheaper and easier.[12] 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 The Architecture of Virtual 

Machine 

Cloud Virtualization is the method of providing the virtualised computing resources from the physical 

hardware to the users. So virtualization platforms were made to enhance the hardware usage by sharing and 

scheduling the resources among several Virtual Machines (VMs) on a single server. The cloud Service 

Provider is not only responsible the virtual machine that has to be protected but the user’s data and 

application also.[11] There are several security danger and protection issues related to the infrastructure as a 

service, platform as a service and software as a service, which have made the cloud environment vulnerable. 

Therefore, a prediction method can help to fix the suspected domain to check the vvulnerabilities.[7-8] The 

Figure 2 shown below is an example of intra VM attack where attack in VM1 reflects to VM2 and VM3. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2  Intra Virtual Machine Attack 

Analysing the security vulnerabilities, protecting in the cloud environment and creating productive 

solutions for it is really a challenging assignment for the cloud service providers. Honesty, secrecy, 

unwavering quality and accessibility of assets are generally utilized phrasing for security issues as a part of a 

distributed computing environment implies that the client’s information in the cloud ought to stay private and 

shielded from unapproved access.So the usage of the distributed computing environment must be secure for 
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all its asset nodes. According to the Cloud Security Alliance Some surely understood assaults are shown in 

table 1 

Table 1 Security Issues in SaaS,PaaS,IaaS and Cloud Data centers 

Security Issues in SaaS,PaaS,IaaS and Cloud Data centers 

Level  Service level  Users  Security Issues Threats  

Application 

level  

Software as a 

Service (SaS)  

End client applies to 

a person or 

organization who 

subscribes to a 

service offered by a 

cloud provider and 

is accountable for 

its use  

 Privacy in 

multitenant 

environment 

 Data 

protection 

from exposure 

(remnants) 

 Access 

control  

 Communicati

on protection 

Software 

security  

 Service 

availability  

 Interception  

 Modification of data at 

rest and in transit 

 Data interruption 

(deletion)  

 Privacy breach  

 Impersonation  

 Session hijacking  

 Traffic flow analysis 

 Exposure in network  

Virtual level  Platform as a 

Service (PaS)  

& 

Infrastructure 

as a Service 

(IaS)  

Developer–

moderator applies to 

a person or 

organization that 

deploys software on 

a cloud 

infrastructure  

 Access 

control  

 Application 

security  

 Data security, 

(data in 

transit, data at 

rest, 

eminence) 

 Cloud 

management 

control 

security 

 Secure images  

 Virtual cloud 

protection 

Communicati

on security  

 Programming flaws 

 Software modification  

 Software interruption 

(deletion) 

 Impersonation 

 Session hijacking  

 Traffic flow analysis 

 Exposure in network 

 Defacement  

 Connection flooding 

 DDOS 

 Impersonation  

 Disrupting 

communications  

Physical level  Physical data 

center  

Owner applies to a 

person or 

organization that 

owns the 

infrastructure upon 

which clouds are 

deployed  

 Legal not 

abusive use of 

cloud 

computing 

 Hardware 

security  

 Hardware 

reliability  

 Network 

protection  

 Network 

resources 

protection  

 Network attacks 

 Connection flooding  

 DDOS  

 Hardware interruption 

 Hardware theft 

 Hardware modification  

 Misuse of infrastructure  

 Natural disasters  

 

2. Proposed Methodology  

 

This paper describes the methodology for classifying intrusions based on K-means clustering algorithm using 

Nayver Bayes classifier. We have choosed KDD’99 cup dataset for simulation and the most of the 

experiments for conducting intrusion detection are performed on these datasets.[20] 

 

 

3. Dataset And Normalization. 
3.1 KDD’99 Dataset and Features 
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1. Currently, there are only few public datasets like KDD’99 and the majority of the experiments in the 

intrusion detection domain performed on these datasets .[17][32-33] 

2. For modelling based on  supervised learning methods, KDD’99 is the only available dataset which 

provides labels for both training and test sets. [17] 

3. The study sample was created based on the 1998 DARPA intrusion detection evaluation offline 

dataset developed by the MIT Lincoln laboratory. 

4. The KDD’99 dataset has interesting properties and is believed to present a classic challenge for the 

intrusion detection problem. [17][18] 

5. It can be used because it is the most comprehensive dataset that is still widely used to compare, 

contrast and benchmarking the performance of intrusion detection models in various networks.[32] 

 
The simulation in this KDD dataset is based upon 4 major types of attacks 

 

1) Denial of Service Attack (DoS): is an attack in which the attacker makes some computing or memory 

resource too busy or too full to handle legitimate requests, or denies legitimate users access to a machine. 

2) User to Root Attack (U2R): is a class of exploit in which the attacker starts out with access to a normal 

user account on the system (perhaps gained by sniffing passwords, a dictionary attack, or social engineering) 

and is able to exploit some vulnerability to gain root access to the system. 

3) Remote to Local Attack (R2L): occurs when an attacker who has the ability to send packets to a machine 

over a network but who does not have an account on that machine exploits some vulnerability to gain local 

access as a user of that machine. 

4) Probing Attack: is an attempt to gather information about a network of computers for the apparent 

purpose of circumventing its security controls.[20-21] 

  

The Description of KDD 99 Intrusion Detection Dataset, classification of attack classes and characteristics 

are shown in Table -2,3,4 [18][19][20][22] 

 

 

4. Description of KDD 99 Intrusion Detection Dataset   
 

Table -2 Description of KDD 99 Intrusion Detection Dataset with explanation [18][19][22] 

 

Attributes Explanation Behaviors 

 1. interval    interval of the connection    Cont.   

 2. protocol type    Connection protocol (e.g. tcp, udp    Disc.   

 3. service    Destination service (e.g. telnet, ftp)    Disc.   

 4. flag    Status flag of the connection    Disc.   

 5. source bytes    Bytes sent from source to destination    Cont.   

 6. destination bytes    Bytes sent from destination to source    Cont.   

 7. land    1 if connection is from/to the same host/port; 0 otherwise    Disc.   

 8. wrong fragment    number of wrong fragments    Cont.   

 9. urgent    number of urgent packets    Cont.   

 10. hot    number of "hot" indicators    Cont.   

 11. unsuccessful logins    number of unsuccessful logins    Cont.   

 12. logged in    1 if successfully logged in; 0 otherwise    Disc.   

 13. #compromised    number of "compromised'' conditions    Cont.   

 14. root shell    1 if root shell is obtained; 0 otherwise    Cont.   

 15. su attempted    1 if "su root'' command attempted; 0 otherwise    Cont.   

 16. # root    number of "root'' accesses    Cont.   

 17. # file creations    number of file creation operations    Cont.   

 18. # shells    number of shell prompts    Cont.   
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4.1 Number of examples in 10% training and testing data of KDD99 dataset  

Table -3 The number of examples in 10% training and testing data of KDD99 dataset. 
Attack Types  10% Training Data 10% Testing Data 

Normal  97277 60592 

Denial of Service  391458 237594 

Remote to User  1126 8606 

User to Root  52 70 

Probing  4107 

 

4166 

Total Examples 494020 311029 

4.2 The attack classes and Characteristics of the KDD’99 dataset  

Table-4 The attack classes and Characteristics of the KDD’99 dataset 

 
Class  % of  KDD training 

Data(10%) distributions 

% of KDD test data (%) 

distributions 

Behaviour 

normal  19.69% 19.48% normal 

probe  0.80% 1.34% anomaly 

DOS  79.24% 73.90% anomaly 

 19. # access files    number of operations on access control files    Cont.   

 20. # outbound cmds    number of outbound commands in an ftp session    Cont.   

 21. is hot login    1 if the login fit in to the "hot'' list; 0 if not    Disc.   

 22. is visitor login    1 if the login is a "visitor login; 0 if not    Disc.   

 23. Count    number of links to the same host as the current link in the past two 

seconds   

 Cont.   

 24. srv count    number of links to the same service as the current link in the past 

two seconds   

 Cont.   

 25. serror rate    % of links that have Synchronization errors    Cont.   

 26. srv serror rate    % of links that have Synchronization errors    Cont.   

 27. rerror rate    % of links that have Rejection errors    Cont.   

 28. srv rerror rate    % of links that have Rejection errors    Cont.   

 29. same srv rate    % of links to the same service    Cont.   

 30. diff srv rate    % of links to different services    Cont.   

 31. srv diff host rate    % of links to different hosts    Cont.   

 32. dst host count    count of links having the same destination host    Cont.   

 33. dst host srv count    count of links having the same destination host and using the same 

service   

 Cont.   

 34. dst host same srv rate    % of links having the same destination host and using the same 

service   

 Cont.   

 35. dst host diff srv rate    % of different services on the current host    Cont.   

 36. dst host same src port 

rate   

 % of links to the current host having the same src port    Cont.   

 37. dst host srv diff host 

rate   

 % of links to the same service coming from different hosts    Cont.   

 38. dst host serror rate    % of links to the current host that have an S0 error    Cont.   

 39. dst host srv serror 

rate   

 % of links to the current host and specified service that have an S0 

error   

 Cont.   

 40. dst host rerror rate    % of links to the current host that have an RST error    Cont.   

 41. dst host srv rerror 

rate   

 % of links to the current host and particular service that have an 

RST error   

 Cont.   
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U2R  0.01% 0.07% anomaly 

R2L  0.23% 5.20% anomaly 

 

6. Feature Selection And Normalization. 

 
To reduce and normalised the  Set of 41 features from KDD’99 Cup data set as mentioned  in Table-1,we 

have used Intelligent Agent based Attribute Selection Algorithm ,called optimal feature selection algorithm. 

It is implemented by using an attribute selection and tuple  selection. This algorithm has been proposed using 

rules and information gain ratio for attribute selection.[9][15-22] In order to achieve this, the data set D is 

divided into n number of classes Ci. The attributesFi having maximum number of nonzero values are chosen 

by the agent, and the information gain ratio is computed using Equations 1, 2, and 3, where F is the feature 

set. 

 

Info(D)=−∑j=1m[freq(Cj,D)|D|]log2[freq(Cj,D)|D|]                           (1) 

 

Info(F)=∑i=1n[|Fi||F|]×info(Fi)                                                           (2) 

 

IGR(Ai)=[Info(D)−Info(F)Info(D)+Info(F)]×100                              (3) 

 

In addition, tuple selection is also carried out using the rule-based approach. The steps of the optimal feature 

selection algorithm are as follows. 

Algorithm: Intelligent Agent based Attribute Selection Algorithm 

Input: Set of 41 features from KDD’99 Cup data set 

Output: Reduced set of features R 

Step 1: Select the attributes which have variation in their values. 

Step 2: Calculate the Info (D) values for the selected attributes using the equation 1. 

Step 3: Select the attributes which have maximum number of non‐zero values. 

Step 4: Calculate the Info(F) value for the attributes selected in step 3 using the equation 2. 

Step 5: Calculate the IGR value using the equation 3. 

Step 6: Depending on the IGR value, select the attributes. 

So after implementing the algorithm with the KDD’99 Cup data set we get the following 19 no of selected 

features as shown in Table-5. 

Table-5 List of 19 selected features[21][22] 

 

List of 19 selected features(from Table-1) 

Selection number Feature number Feature name 

1 2 protocol_type 

2 4 src_byte 

3 8 wrong_fragment 

4 10 hot 

5 14 root_shell 

6 15 su_attempted 

7 19 num_access_shells 

8 25 rerror_rate 

9 27 diff_srv_rate 

10 29 srv_serror_rate 

11 31 srv_diff_host_rate 

12 32 dst_host_count 

13 33 dst_host_srv_count 

14 34 dst_host_same_srv_count 

15 35 dst_host_diff_srv_count 

16 36 dst_host_same_src_port_rate 

17 37 dst_host_srv_diff_host_rate 

18 38 dst_host_serror_rate 

19 40 dst_host_rerror_rate 
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After feature selection and Normalisation by using Intelligent Agent based Attribute Selection Algorithm we 

got 19 desired features. So using K-means clustering algorithm based on Nayver Bayes classifier will classify 

the attacks hence a prediction method will be proposed to predict the trustworthiness in cloud computing 

environment.[16-22] 

 

7. K-Means Clustering 

 
One of the most important components of a clustering algorithm is the measure of similarity used to 

determine how close two patterns are to one another. K-means clustering groups data vectors into a 

predefined number of clusters, based on Euclidean distance as similarity measure. Data vectors within a 

cluster have small Euclidean distances from one another, and are associated with one centroid vector, which 

represents the "midpoint" of that cluster. The centroid vector is the mean of the data vectors that belong to the 

corresponding cluster.[16-19][22] 

 

Using the above notation, the standard K-means algorithm is summarized as 

 

1. Randomly initialize the Nc cluster centroid vectors. 

 

2. Repeat 

 

a) For each data vector, assign the vector to the class with the closest centroid vector, where the 

distance to the centroid is determined using 

 

 
 

where k subscripts the dimension. 

 

b) Recalculate the cluster centroid vectors, using 

 

 
 

 

Until a stopping criterion is satisfied 

 

The K-means clustering process can be stopped when any one of the following criteria are satisfied: when the 

maximum number of iterations has been exceeded, when there is little change in the centroid vectors over a 

number of iterations, or when there are no cluster membership changes. For the purpose of this study, the 

algorithm is stopped when a user-specified number of iterations has been exceeded.[22-26] 

8. Naive Bayesian Classification 

In simple terms, a Naive Bayes classifier assumes that the value of a particular feature is unrelated to the 

presence or absence of any other feature, given the class variable. A Naive Bayes classifier considers each of 

these features to contribute independently to the probability, regardless of the presence or absence of the 

other features. In the training phase, the Naive Bayes algorithm calculates the probabilities of a theft given a 

particular attribute and then stores this probability. This is repeated for each attribute, and the amount of time 

taken to calculate the relevant probabilities for each attribute. In the testing phase, the amount of time taken 

to calculate the probability of the given class for each example in the worst case is proportional to n, the 

number of attributes. However, in worst case, the time taken for testing phase is same as that for the training 

phase. For some types of probability models, Naive Bayes classifiers can be trained very efficiently in 

a supervised learning setting. In many practical applications, parameter estimation for naive Bayes models 

uses the method of maximum likelihood. In other words, one can work with the Naive Bayes model without 

accepting Bayesian probability or using any Bayesian methods. 

9.Experimentation & Results 
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9.1 Calculation of Performance Parameters  
There are many measures available for evaluating system performance. For evaluating intrusion detection 

results we have used the following measure. The performances of each method are measured according to the 

Accuracy, Detection Rate and False Positive Rate. 

 

So  

 

Accuracy =  

 

Detection Rate=   

 

False Positive Rate=  

 

Where  

1. True positive (TP) means number connections that were correctly classified as intrusion.  

2. True Negative (TN) means number of connections that were incorrectly classified as intrusion.  

3. False positive (FP) means number of intrusion connections that were incorrectly classified as normal. 

4. False negative FN) means number of normal connections that were incorrectly classified as intrusion. 

 

10.Results 
 

Table 6: Naive Bayesian classification ( Training data set). 
Actual  Predicted 

Normal  

Predicted DoS  Predicted Probe  Predicted 

U2R  

Predicted R2L  Accuracy (%)  

DoS  447 36924  16 1747 8 94.1 

Probe  0 0 410 0 1  99.8 

U2R  0 0 0 4 1 80 

R2L  27 0 3 9 74 65.5 

Normal  8901 8 138 574 104 91.2 

 

Table 7: K-Means clustering by Naive Bayesian classification ( Training data set) 

Actual  Predicted 

Normal   

Predicted 

DoS   

Predicted 

Probe   

Predicted 

U2R   

Predicted 

R2L   

Accuracy 

(%)  

DoS  3 33911 0 1 208 99.33 

Probe  0 0 410 0 0 100 

U2R  1 0 0 2 2 40 

R2L  35 2 3 4 69 61.6 

Normal  9688 3 22 5 9 99.4 
 

Table 8:  Naive Bayesian classifier (Testing data set). 
 

Actual  Predicted 

Normal  

Predicted DoS  Predicted Probe  Predicted 

U2R  

Predicted R2L  Accuracy (%)  

DoS  6431 32185  417 0 0 81.5 

Probe  6 12 393 0 0 95.6 

U2R  1  0 0 4 0 80 

R2L  10 0 1 0 102 90.3 

Normal  7845 14 131 1664 43 74 

 

 

Table-9  K-Means Clustering via Naive Bayesian classification( Testing data set). 
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Actual  Predicted 

Normal  

Predicted DoS   Predicted Probe  Predicted 

U2R   

Predicted R2L   Accuracy (%)  

DoS  134 38979 27 0 1 99.4 

Probe  0 3 404 4 0 98.3 

U2R  1 0 1 4 0 79.2 

R2L  4 12 0 3 94 98.3 

Normal  9670 9 3 35 2 99.3 
 

11.Accuracy Comparison 
 

Table- Accuracy comparison  of 4 Methods 
Attack 

Class 

Naive Bayesian 

classification 

 ( Training data set). 

 

K-Means clustering by 

Naive Bayesian 

classification 

 ( Training data set) 

 

Naive Bayesian 

classifier 

 (Testing data set). 

 

 

K-Means Clustering via 

Naive Bayesian 

classification 

( Testing data set). 

 

DoS  94.1 99.33 81.5 99.4 

Probe  99.8 100 95.6 98.3 

U2R  80 40 80 79.2 

R2L  65.5 61.6 90.3 98.3 

Normal  
91.2 

99.4 
74 

99.3 

 

 

 

 
Figure3 Accuracy comparison Graph of 4 Methods. 

 

12. Conclusion 

d). K-Means Clustering via Naive 

Bayesian classification( Testing data set). 

b). K-Means clustering by Naive Bayesian 

classification ( Training data set) 
a). Naive Bayesian classification 

   ( Training data set). 

 

c). Naive Bayesian classifier (Testing data set). 
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This paper describes about the classification of attacked based upon, Naive Bayesian classification and K-

Means clustering by Naive Bayesian classification in cloud environment using KDD 99 dataset. The 

performances of each method are measured according to the Accuracy, Detection Rate and False Positive 

Rate and used to predict the trustworthiness of the cloud platform. It also describes the cloud virtualization 

technology and the security issues and attributes of KDD 99 datasets for intrusation detection. The work will 

assist the cloud service providers(CSP) to discover the convenience of the IaaS environment and the effect of 

Anti-Malicious Software (AMS) with its productivity in the cloud surroundings in order to expand the 

reliability.  

.  
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