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  Abstract 

 
 Rician noise in Magnetic Resonance images affects the image contrast, signal 

dependent bias and signal to noise ratio value. The combined Gabor filter 
with Gradient projection filter was developed to remove the Rician noise in 

Magnetic Resonance images and compared its performance with the state-of-
the-art filtering methods. The algorithm was developed in the 
TMS320C6713DSK, which exhibited improvements in the image quality and 
signal to noise ratio value. Further, it reduces the noise component and 
preserves the image features with less execution time. For testing the noise 
removal algorithm, two different levels of Rician noise were added with the 
raw MR images and removed using the popular and the proposed method. 
The performance of the proposed method was compared with the popular 

methods through the estimation of quantitative metrics and visual inspection. 
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1. Introduction to Rician noise in MR Image 

In magnetic resonance (MR) imaging, the array of complex-valued MR data is converted into magnitude 

image through amplitude estimation during image reconstruction [1] and the reconstructed MR images have 

artifacts due to pulse timing error, eddy current, phase shift and change in coil impedance in real and 
imaginary channels. The artifacts affect one of the parameters of the magnitude image data such as field 

strength, field of view, matrix size, slice thickness, number of excitation and bandwidth, which in turn 

degrades the quality of the MR image and suffers from low signal to noise ratio (SNR). As a result, there is a 

bias in noise distribution that reduces the contrast between bright and dark areas. The noise in the magnitude 

image is assumed to be Rician distribution, since the noise added into both the real and imaginary parts of the 

image causes random fluctuations. This leads to a signal dependent bias in the data of low-signal regions [2, 

3]. Isolating the noise from the signal is a tedious process and many researchers have been attempted this 

problem and some of the related literature are presented below. 

Mohan et al. analyzed different types of denoising methods using transform and statistical based 

filters and compared their performance in removing the Rician noise [4]. Coupe et al. proposed a robust 

Median Absolute Deviation (RMAD) estimator in the wavelet domain for removing the Rician noise on the 

real and synthetic images [5]. Misra et al. proposed the combination of crossover and adaptive mutation of 
genetic operator for enhancing the convergence rate and quality of GA for effective removal of Rician noise 

in MR images [6-8]. An edge-preserving Contourlet transform was developed for denoising the PET, MRI-

PET and PET-CT images corrupted with Rician noise [9]. Daessle et al. studied the performance of the 

improved Non Local Means (NLMeans) filter for Rician noise removal in low-SNR and diffusion-weighted 

MR images [2, 10]. Pizurica et al. analyzed various types of wavelet filters for removing the Rician noise [11, 
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12].  Sijbers and co-researchers [13-16] studied thoroughly the intricacies of maximum likelihood approach 

in removing the Rician noise over the other conventional techniques. Pereza et al. specially designed a new 

method to estimate the Rician noise level present in MR images by matching the noise-free slices after 

adding known levels of noise [17]. 

Rice demonstrated that the Rician PDF as the SNR of the signal and Marzetta applied an 

expectation-maximization (EM) algorithm to SAR images for estimating the parameters of multivariate 

complex Rician density [18].  The moments of the Rician PDF is expressed in (1). 

    (1)

 

where A is the real-phase MR image without noise and is the noise variance. The even moments of the 

Rician distribution (i.e., when is even) are simple polynomials, whereas the odd moments are more complex 

[19, 20]. 

The measured pixel intensity by magnitude signal M(x) is the Rician distributed envelope of the complex 

signal P(x) given by (2). 

( ) ( )M x P x          (2) 

By expressing in terms of the polar coordinates  the probability 

distribution of the magnitude image pixel intensity can be derived. Further, is multiplied by the 

Jacobian determinant and then integrating over the angular variable  results in the Rician 

distribution given by (3). 

       (3) 

whereM  is the zero-order Bessel function [1]. 

Several techniques have been reported in the literature to remove the Rician noise, but still there is 

no perfect filtering method available to remove Rician noise completely without the loss of image 

information. One such attempt was tried in this work by developing a novel Gabor filter with Gradient 

projection algorithm for removing Rician noise effectively and for improving the quality of the MR image. 

2. Methods  

a. Gradient Projection Method 

Usually, gradient is used to find the function of many variables through the generalization of the concept of 

derivation [21].  The gradient of the scalar field is the vector of the partial derivative function. The gradient 

point direction increases in the magnitude direction and the final magnitude of the gradient is obtained using 

the Equation 4. 

           (4) 

The gradient-projection algorithm (GPA) is a powerful method for solving constrained minimization 

problems and used in conjunction with other methods for achieving faster rate of convergence [22-24]. 

Bonettini et al. proposed scaled gradient projection method using global convergence properties and the step 

length parameter that improved the convergence rate for solving image deblurring problems [25-28]. A 

scheme based on the projected gradient algorithm, which computed the decomposition models for colour 

images was implemented by Duval et al. [29].  Seo et al. combined the projection method with the constraint 

least squares (CLS) method for effectively removing the blocking artifacts present in the H.264 video coding 

standard [30]. Loris et al. implemented the gradient projection algorithm for constrained sparse recovery 
from noisy data [31]. In 1982, Bertsekas derived some results for a projected Newton Method [32] and Gafini 

and Bertsekas found the solution for a 2-metric projection method [33]. Becky and Teboulle studied the 

image denoising, deblurring and signal recovery problems based on the discretized total variation (TV) 

minimization models using the gradient algorithms [34]. 

The convex minimization with large scale data set of inverse problems was solved by the proximal-

gradient methods.For minimizing the continuously differentiable mapping on non-empty closed convex set 

C, the constrained minimization problem can be represented as, 

      (5)
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where the object function is a composite type convex function denoted by equation 6 

           (6)
 

where G(x) is the continuous non-smooth convex function and  is the smooth convex function. To solve 

the minimization problem given in Equation 5, the GP algorithm was employed, which generates a sequence 

of  through the recursion process given by the Equation 7.  

             (7) 

In Equation 7, the initial guess is chosen arbitrarily as and  as a sequence of step sizes with 

 for each  and  is the orthogonal projection operator on the set C. By applying a special case 

of backward-forward splitting method, the basic Gradient-based model can be written as, 

  (8)
 

The image module is given by (9). 

           (9) 

where b is the observed noisy data, x is the desired unknown image to be recovered and is the 

regularization parameter with .  

The image denoising problem was formulated as a constrained problem given by (10). 

      (10) 

where the bounds are imposed to reflect the fact that the entries are light intensity of image pixels, hence their 

values typically fall within, say, the interval of 0-255. The basic idea to construct the dual problem is like that 

of the unconstrained problem of minimizing the objective function without the box constrained, which can be 
solved by the gradient-based algorithm. To describe the algorithm, we need to define four more parameters. 

 

Let P be the set of matrix pairs (p, q), L denotes the linear operator that maps an element (p, q) and the 

adjoint of the operator L is denoted by LT. The orthogonal projection operator on convex set C is denoted as 

Pc.If  then the optimal solution of the dual problem with TV based denoising is given by (11) and 

(12). 

Ը Ը
   (11) 

Here     for every     (12) 

where is the projection operator which maps a matrix pair with another matrix pair 

and can be readily implemented [35]. For the better rate of convergence, the Gradient Projection (GP) 

method is used on the dual problem stated in (13). Considering at step 0 and at step  

the Equation 7 can be denoted as (13), (14), (15) and (16). 

 Ը Ը  (13) 
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b. Gabor Filter 

Two Dimensional Gabor filter is a Gaussian kernel function modulated by the sinusoidal plane wave and 

is self-similar.The mathematical expression of two dimensional Gabor filter g (x, y) is denoted by the product 

of isotropic Gaussian and complex exponential plane wave [36] given in (17). 
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Imaginary  

  

(19)

 
where   

    (20)
 

and   
   (21)

 

 
 

Figure 1: Flow chart of the proposed GPA+GF algorithm 
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In (17), (18) and (19), λ is the wavelengthof the sinusoidal factor, θ is the orientation of the normal 

to the parallel stripes of a Gabor function, ψ is the phase offset, σ is the standard deviation of the Gaussian 

envelope and γ represent the spatial aspect ratio that specifies the ellipticity of the Gabor function.  The 

estimated pdfs are used to establish a threshold that minimizes the image-segmentation error. Further, they 

considered the use of a Gaussian post filter in the analysis. The Gaussian post filter reduces the variance of 

the Rician-distributed Gabor-filter output, which results in reduced image-segmentation error at the expense 

of some loss in spatial resolution. 

 

The Gradient Projection Algorithm combined with Gaussian Filter (GPA+GF) algorithm was 

developed in ANSI C using the code composer studio version 3.1. The flow chart of the developed algorithm 

is shown in Fig 1. The codes were generated using MATLAB/Simulink 2011b, which are directly ported in 
the TMS320C6713DSK [37-42], which isinterfaced with the Pentium® Dual-Core CPU E5400 @ 2.70 GHz 

processor PC operating in Window XP. 

 

3. Results and Analysis 

More than 100 MR images were collected and tested with the proposed algorithm.  An MR spine image 

(SP R21.8), added with Rician noise of 0.05 and 0.10 levels was used to demonstrate the proposed GPA+GF 

filtering performance in removing the Rician noise. A comparative study was attempted with the popular 

filtering techniques such as Median filter (MF), Wiener filter (WF), Rician noise reducing anisotropic 

diffusion filter (RNRAD), Total variation filter (TV), Non-local mean (NLM), and Discrete Topological 

Derivative (DTD). Further, the performance of the filters was studied by estimating the quality metrics from 

the Rician noise added and their corresponding filtered images. The quality metrics of Peak signal to noise 
ratio (PSNR) is a measure of ratio between the maximum possible signal power and the noise content. Mean 

structure similarity index map (MSSIM) is a measure of the similarity between two images by comparing the 

structure, contrast and the luminance of the image. The contrast to noise ratio (CNR) is the contrast of the 

image with reference to the background. The image quality index (IQI) measures the degree of distortion in 

terms of loss of mean distortion, correlation, and variance distortion. The amount of randomness is measured 

using the metrics Variation of Information (VOI).The raw MR image (SP R21.8), added with Rician noise 

levels of 0.05 and 0.10 and its corresponding filtered images are shown in Fig. 2 and 3, respectively.  The 

performance metrics estimated for all these images are given in Table 1 for easy comparison. 

 

    

Original Images Rician noise 0.05 DTD RNRAD 

    

Median Wiener TV NLM 

  

Gabor 
Proposed 

GPA+GF 

Figure 2:Original and denoised Spine MR Images (SP R21.8) added with 0.05 Rician noise 
 

 



 ISSN: 2320-0294Impact Factor: 6.765  

333 International Journal of Engineering, Science and Mathematics 

http://www.ijmra.us, Email: editorijmie@gmail.com 
 

 

   

Original Images Rician noise 0.1 DTD RNRAD 
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Figure 3. Original and denoised Spine MR Images (SP R21.8) added with 0.1 Rician noise 

 

Table 1 Estimated Performance Metrics of the Spine MR Image (SP R21.8) added with 0.05 and 0.1 Rician 

noise levels 

Metrics PSNR MSSIM CNR VOI IQI 

Rician Noise 

Level 
0.5 0.1 0.5 0.1 0.5 0.1 0.5 0.1 0.5 0.1 

Median 69.1189 66.142 0.9897 0.9895 0.1257 0.2264 0.117 0.1923 0.8926 0.8133 

Wiener 71.368 67.6624 0.9899 0.9916 0.0826 0.1777 0.0702 0.1301 0.9245 0.8494 

DTD 62.956 78.2750 0.2447 0.2448 0.0315 0.0315 0.4277 0.4569 0.2045 0.2045 

RNRAD 68.9959 66.9607 0.9916 0.9901 0.1029 0.0109 0.129 0.181 0.8838 0.8016 

TV 67.6564 65.6249 0.9925 0.9893 0.1967 0.268 0.1434 0.2051 0.8782 0.8052 

NLM 75.8034 76.8508 1 0.9846 0.0294 0.0196 0.0297 0.023 0.9067 0.8692 

G+GP 83.9911 80.0631 0.9940 0.9939 0.5663 0.5319 0.4287 0.4672 0.9297 0.9009 

 

From the visual inspection of the images by the trained radiologists and the estimated performance 

metrics, the following inferences are arrived out of this study. 

1. The PSNR value of the GPA+GF method was found to be outperformed over the other five standard 

filters taken for comparison. In some cases, the PSNR values of the DTD filter was found to be slightly 

higher than the proposed GPA+GF filter with the apparent degradation in IQI. This is due to the 

smoothing of image details while enhancing the PSNR value. The high PSNR value of the proposed 

GPA+GF method indicates that the proposed method reduces the Rician noise efficiently while 

maintaining the image details intact. 

2. In this study, the proposed GPA+GF technique exhibited MSSIM values close to unity (unity for 
optimum similarity) compared to the other filters, which revealed that the proposed method retains the 

original structure of the image without loss of information.   

3. The GPA+GF found to have optimum CNR values, which clearly exhibits its better denoising 

performance as well as contrast improvement characteristics without loss in image details over other 

popular methods. This property is useful in viewing the low contrast lesions from the background. 

4. The proposed GPA+GF method have high VOI value (closer to unity), which means the proposed method 

exhibited less variation in image information over the other methods.  

5. Upon visual inspection of these images by trained radiologist had the opinion that the proposed GPA+GF 

algorithm’s performance is found to be better in denoising the Rician noise than the other methods. 

Further, they opined that the proposed method retained the image details better than the other methods 

with very less information loss compared with the popular methods. 
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Thus, the proposed GPA+GF filter denoised the Rician noise well over the other method and preserved the 

edges details without loss of information. This is due to the potential of the Gabor filter that improves the 

contrast of the image without blurring and efficiency of the Gradient Projection filter that reduces the Rician 

noise effectively with noticiable improvement in the image quality. The combined effect of these proposed 

filters yields high contrast enhancement with optimal image quality over the other traditional denoising 

filters. 

In summary, the proposed GPA+GF algorithm outperformed over the other traditional methods taken for 

comparison, which is evident from the qualitative, quantitative and similarity metrics. Consequently, the 

GPA+GF method can be recommended as a better choice for denoising the Rician noise in MR image than 

the other standard denoising filters due to its effective denoising, optimum contrast enhancement, less 

information loss and better visibility of all regions. 
 

4. Conclusion 

In this work, we implemented the combined (GPA+GF) method for removing the different levels of Rician 

noise present in MRI images in the DSP environment. The performance of the proposed filtering method was 

estimated quantitatively as well as qualitatively (visual inspection) and compared with the other popular 

filtering methods. The experimental results showed that the GPA+GF method outperformed in terms of the 

PSNR, MSSIM, CNR and VOI values, which shows its capability in removing the signal dependent bias, 

effectively. Additionally, the CNR characteristics of the proposed filter strengthen its usefullness in tissue 

characterization. Presently, the average execution time of the algorithm was found to be in sec, which can be 

further refined by using efficient coding, memory management, and other advanced programming concepts. 
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