
International Journal of Engineering, Science and Mathematics 
Vol. 6 Issue 8, December 2017 (Special Issue) 
ISSN: 2320-0294 Impact Factor: 6.765 
Journal Homepage: http://www.ijesm.co.in, Email: ijesmj@gmail.com Double-Blind 

Peer Reviewed Refereed Open Access International Journal - Included in the International Serial Directories Indexed & Listed at: Ulrich's 
Periodicals Directory ©, U.S.A., Open J-Gage as well as in Cabell’s Directories of Publishing Opportunities, U.S.A 

  

962 International Journal of Engineering, Science and Mathematics 

http://www.ijesm.co.in, Email: ijesmj@gmail.com 

 

Social Recommendation System Based on  
User Preference Learning 

 
 

 M.Sravani 
                                                                                       Computer science and engineering, Rajam, India. 

Dr. A.Venkata Ramana 
                                                                                   Computer science and engineering, Rajam, India. 

 
 

 

 
 
 

  Abstract  

 
 Social recommendation system has become one of the most 

important applications in different research societies for 
information recovery which uses machine learning and data 
mining methods and ecommerce websites like Amazon and 
Durban. But the systems which are used by them have lot of 
constraints which are acute in the retrieval process. Since the 
constraints are crucial in the process, the proposed application 
should be in line with the all social requirements. We present a 
new and updated with all new recent developments in the 
social networks keeping in the mind the  graph online 
regularized user preference learning (GORPL), which integrates 
both collaborative user-item relationship as well as item 
content features into a unified preference learning process .In 
addition we develop OGRPL-FW which applies the Frank-Wolfe 
algorithm for efficient iterative procedure. 
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In the present scenario most of the people depends on the internet for their social needs and for 
any information about products, places and services. But that requires lot of time to analyze and 
select the most appropriate option according to their requirements. 
 
 Taking this issue, the proposed system will bring all the information available on the web 
and analyze according to the user requirements and recommends the most appropriate option. 
 
The basic type of Information Filtering technique, recommender systems have attracted a lot of 
attention in the past decade [7]. Recommendation systems are become popular in social websites; 
it gives the best information to the people tacking less charge. User task become easer using these 
social recommendation systems whenever user gathering information about product. Collecting 
the proper information about user and create user profile and recommend the information using 
user interest or user ratings or relationship in social website.  In this paper, proposed system will 
help the user to find the book information and also recommends book information on the basis of 
previous user ratings. The proposed system will recommend the various book information to the 
new as well as previous users as per their point of interest. 

Existing System 

Existing recommendation technique recommend the information in cold-start way because online 
and offline rating time stamps are not similar. Social websites like Twitter and Durban yield the 
spare information about the product because, Hear user share the opinions about particular 
product [14],[9]. Unlike the existing online collaborative filtering methods [11], Online graph 
regularized preference learning  is a mixer  model make use of  both the Collaborating filtering 
model along with the spare content features for each service. When user supplies the flow of user 
ratings at that time OGRPL    incrementally update user preference on the content features of the 
items. However, user rating data always contain noise in learning process. Thus, the direct learning 
of user preference may be over fitting and is therefore not robust.  
 
A. Limitations of Existing System  

1. There is no secure web application in which we automatically find User-Service Rating 
and recommend services accordingly.  

2. Existing System does not have any Decision support system to increase the performance 
of the system as well as to find out user’s requirements.  

In this paper later we will dicuss about proposed system on section 3,results in section 4 
and conclusion in 5. 

 
2. LITERATURE SURVEY 
 

In this section, we presented the analysis of preference learning approaches. In addition it provides 
working methodology of the system.  
 
Model based learning Luiz Pazzato [3] suggested that generally users are not willing to provide 
explicit feedback in preference learning approach e.g. online dating sites. Important difference in 
social recommendation systems for such approach is both parties e.g. User/Item are active 
participants in achieving recommendation. In proposed approach interest data taken by tracing 
user actions on website. Ranking approach considers reciprocal compatibility score.  
 
Akehurst J [4] suggested that preference learning for online dating website only but interest data is 
carried out on the basis of interaction using static text messages. Score of the interaction positive 
or negative is based on with each text message. Lastly accuracy score of the messages in total 
interaction is considered for recommendation. However it is easiest way interest identification 
method is too fixed and could not scale well.  
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Though above techniques used for two-side preference learning those is limited to single 
application e.g. online dating. Anjan Goswami [6] says that indiscriminate regression model based 
preference learning which scales to various of both-side preference learning markets. Two phases 
mechanism used in designed system. In first phase using regression model identify the participants 
possibilities for both side. In next phase cross confirmation method is used to adjust regularization 
parameter. Test results gives development in AUC. 
 
Dhiraj Goel [5] evaluates preference learning method for movie recommendation website using 
memory based learning. In proposed model undertook the cold-start problem with the help user 
clustering using k-nearest neighbor algorithm. Lastly average reply of each cluster is used to 
calculate rating of movie which is not seen by user. 
 
Recommendation using preference relations, S Liu [7] proposed method calculating rating based 
on user preference which was provided by user. Markov random field is used to identify item-to-
item user preference relation in future. Lastly ranking taken using regression method. Context of 
fuzzy logic Alan Echardt [8] studied the preference learning problem according to author two types 
of preference. Lastly depend on global score estimated per item will be used to recognize ranking. 
Felicio [9] based on to control Social relationship associated with users proposed pairwise 
preference recommendation model. Proposed model calculates user association weight on the 
source of factors like friendship, interaction level and mutual friend’s etc. To challenge new user 
recommendation problem. Personalized recommendation systems figure shows the following 
process. 1. User profile generating: in this user data Stored like soring the Basic Information 2. User 
profile maintain: based on user action and feedback profile detail Updated e.g., providing Rating, 
searching product. 3. User profile exploit: for recommendation use profile data, like buying history, 
foreigner relationship still above process tracked by most of the algorithms, use of 
recommendation models is based on different factors. Following division define about models of 
recommendation and valid states of it.  
B.Recommendation approaches: 
 

Different recommendation systems models are established in different areas because of 
emergence .There are some features which shows important role in any recommendation models:  

a. Dataset: the collection of verity of data such as information about different items 
connection between them and size. These datasets are useful for finding accuracy and performance 
of recommendation system.  
              b. Data description: in data description we provide the detailed data for particular item or 
measurable or both. Features and boundaries are defines by Nature of data in user profile 
modeling. Based on above features provide the well-known recommendation models. 

 

 
Fig 1: Implementation of Recommendation System 

 
 
 
C. Social Recommendation 
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From the partially detected user-service matrix and users’ social relations are used to train 
the social recommendation approaches. GAO [8] explains the user point of interest 
recommendation depends on the content information from the location-based social networks. A 
joint social content recommendation framework to suggest users which video to import or re-share 
in the online social network by Wang et. al. [14]. The social contextual information based 
probabilistic matrix factorization for recommendation by Jiang et. al. [12]. The event 
recommendation by combining both online and offline social networks studies by Qiao et. al. [15]. 
The social-based collaborative filtering recommendation using users’ various relations by Luo et. al. 
[16]. The dynamic user interest evolving effect and recommendations made by the recommender 
prompt an interest cascade over the users by Lu et. al. [17] models. The celebrity recommendation 
based on collaborative social topic regression explained by Ding et. al. [6]. The tag recommendation 
based on social regularized collaborative topic regression analysis by Wang et. al. [13]. Tang et. al. 
[10] proposes the universal and native regularization for social recommendation. GAO et. al. [9] 
studies the location recommendation on location-based social networks with temporal constraints. 
Liu et. al. [18] proposes recommendation system with interested topic and location awareness in 
social networks. Zhang et. al. [19] presents the domain specific recommendation system TopRec, 
which mines community topic in social networks. Hu et. al. [14] proposes rating prediction using 
social graph and a framework MR3 to jointly model ratings, item reviews. Wang et. al. [20] studies 
the news recommendation in social media. Zhou et. al. [21] studies based on users’ personal 
interests the user recommendation done in social tagging systems. 

 

D. User Profile Modelling 
In recommender system user perform some actions in recommendation process [2].those 

actions are used to generate the profile of the user which will further examined in preference 
learning level. For developing user profile we need some information. 

Implicit Feedback: Implicit feedback is calculated by chasing user actions and analysis of 
user actions. Implicit feedbacks are available bases of various types of actions like Click through, 
crawling to/skipping particular web page, waiting time. Implicit feedback provides some advantages 
because it avoids significance decision by user and it can be used to give assurance while calculating 
user interest.  Lack implicit feedback and explicit feedback is used to evaluate virtual implicit 
feedback. 
 
3. PROPOSED SYSTEM 
 
A. Modules 
 
Admin Panel: 
Proposed system’s admin panel can allows admin to register service categories, create service 
admin login, View service administrator details and View end user details log.  
 
User management: 
User management module allows user for Registration, Change password, Password recovery, 
Upload articles, images, Set security settings; View friend uploads as per access permission, edit 
profile. 
 
User preference learning: 
User-Service Rating Prediction module allows to Track users behavior when user rate any service/ 
comment on any service, When user comment on any service, system will automatically analyze 
the comments and find out whether the comment is positive/negative/neutral, Depending on 
comments and ratings, user’s preferred services will be predicted automatically, User can view 
current updates of preferred services and User can set his preferences any time.   
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Fig.2 Working of the Proposed System 
1. At first the user will register him/her self on the website the system will recommend the various 
book information on the basis of the users profile and also basis of his/her social relationship. If 
there is no matching profile will be found then the system will recommend the most popular 
information to the user. 
2. After using any service by user he/she will rate/comment to the service about the experience. If 
the comment and rating is will be store to the database. 
3. The user rating will be trained using flank wolf algorithm.  
4. After the OGRPL framework updates the user preferences based on new arrived ratings as well 
as user social relationship. 
5. Then the user will subscribe for the particular service user will be able to see new updates and 
also users rating and comments will stored to the database for preference learning. 
6. User can also manages permission to view his/her post that who can see the post and who 
cannot, also upload articles ,images, documents etc. 
 
4. RESULTS 
 

In this paper, we were getting the effectiveness results when we running some tests in datasets 
using graph online regularized preference learning –FW which is our recommended model. 

 

Table 1 

 
(a) Results on MAE using Dataset 

 

 
 
 
 
 
 
 

Table 2 
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(b) Results on RMSE using Dataset 
 

 
(a)90% Training data using MAE 

 
(b) 10% Training data using MAE 

 
(c) 90% Training data using RMSE 

 
(d) 10% Training Data using RMSE 

With comparison of other recommendation system, we calculate the quality of rating by our 
proposed model using two generally used calculation measures, the Mean Absolute Error (MAE) 
and the Root Mean Square Error (RMSE). We take 100% of data in that 90% of data is used for 
training the data randomly .remaining 10%is used for testing the data for this we take the data 
randomly.  
 
5. CONCLUSION 
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The paper presented a new model of online recommendation from the user observation point of 
online user preference learning, which combines both the collaborative user-item relationship as 
well as item content features into a unified preference learning process.in future this model is used 
by all e –commerce websites.  
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