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Abstract: 
Data stream classification poses many challenges, most of which are not addressed by the state –of-
the-art. These are infinite length, concept drift, concept evolution, feature evolution. Data streams are 
assumed to be infinite in length, which necessitates single pass incremental learning techniques. 
Concept drift occurs in a data stream when the underlying concept changes over time. Most existing 
data stream classification techniques address only the infinite length and   concept drift problems. 
However, to the best of our knowledge, no drift detection method provides insights into which features 
are involved in the concept drift, which is potentially valuable information. For example, if a feature is 
contributing to a concept drift it can be assumed that the feature may have become either more or less 
relevant for the concept encoded in the stream after the drift. This knowledge about a feature’s 
contribution to concept drift could be used to develop an efficient real-time feature selection method 
that does not require examining the entire feature space for online feature selection. Given a data 
stream, we want to improve data stream classification accuracy in dynamic feature space   by using 
optimal  and dynamic feature selection  technique and also address the problem of  detecting  
recurring feature change and feature’s contribution in concept drift. This paper proposes a framework 
for the development of real time feature selection in which we will improve  upon the classification 
accuracy to select the features. 
 

1.  Introduction 
Data stream classification is the process of finding a general model from past data to apply to new data. 
Classification is performed in two steps: learning step ( training) and testing step. In the learning step, 
the system tries to learn a model from a collection of data objects, called the training set.  In the testing 
step, the model is used to assign a class label for unlabelled data objects in the testing set. There are 
four major challenges in data stream classification: infinite length, concept drift , concept evolution and 
feature evolution. First , we can not store all historical data for training any more because these 
streams have an infinite length. Second, as more data points arrive in the stream, existing entity 
distribution  patterns may evolve over time which is referred to as concept drift. Therefore in the data 
stream model, unlike the conventional knowledge discovery tools, we must handle the data stream in 
limited space and time. A variety of techniques are there for  data stream classification such as decision 
tree, Bayesian classification, support vector machines, k-nearest neighbor, and ensemble classifiers.  
However, aside from the issues of infinite length and concept drift, another major challenge, feature-
evolution, has been ignored by most of the existing works. Feature-evolution  occurs because of the 
feature space that represents a data point in the stream may change over time. For example in a text 
data stream, new features may become useful and old may become redundant as the stream advances, 
thus the data’s feature space will becomes dynamic. Besides, data dimensions in many application are 
often very high. To cope with feature-evolution and reduce the computational cost, the classification 
model should have an efficient unsupervised selection approach due to the absence of class labels. 
 
In high-dimensional data, not all data features (attributes) are important to the learning process. There 
are three common types of features: (i) irrelevant features, (ii) relevant but redundant features, and 
(iii) relevant and non-redundant features. The critical task of feature selection techniques is to extract 
the set of relevant and non-redundant features so that the learning process is more meaningful and 
faster.  Feature selection techniques can be classified into three categories: filter, wrapper, and 
embedded models . The filter model applies an independent measure to evaluate a feature subset; thus, 
it only relies on the general characteristics of data. The wrapper model runs together with a learning 
algorithm and uses its performance to evaluate a feature subset. A hybrid model takes advantage of the 
above two models. Furthermore, the importance of a feature evolves in data streams and is restricted 
to a certain period of time. Features that are previously considered as informative may become 
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irrelevant and vice versa; those rejected features may become important features in the future. Thus, 
dynamic feature selection techniques are required to monitor the evolution of features. Figure 1  
illustrates the dynamic nature of key features. Let us suppose that a data stream has three attributes 
{x,y,z} and two classes: the black and brown dots represent the positive and negative classes, 
respectively. At timestamp t1, the important feature set is {x,y} since data examples are located on the 
plane {x,y}. Consequently, as the data distribution evolves over time, the key feature set changes to 
{y,z} at timestamp t2. 

 
Figure  1 An example showing the dynamic nature of important features. a Time stamp t1, b time 
stamp t2 
We have several contributions. First , we will propose a framework for improved classification of data 
stream which will combine feature selection approaches with  concept drift detection module and will 
also take recurring change in feature/concept  in account. Second, to obtain timely and accurate 
optimal feature subset  in dynamic feature space or to reduce the dimensionality of feature space  , we 
will  use ideas from matrix sketching to efficiently maintain a low-rank approximation of the observed 
data and applies regularized regression on this approximation to identify the important features[32]. 
Thirdly, we will identify feature’s importance/contribution in concept drift . 
    The rest of the paper is organized as follows. Section 2 discusses relevant works in data stream 
classification. Section 3 describes the  proposed framework in detail. Section 4 then explains feature 
space conversion technique to cope with dynamic feature space.  Section 5 will explain contribution of 
features in concept drift. Finally section 6 concludes the paper. 
 
2.  Related work 
Most of the existing data stream classification techniques are designed to handle the efficiency and 
concept-drift aspects of the classification process [2], [1], [20], [23], [11], [8], [5], [6], [7], [24], [21], [4], 
[13]. Each of these techniques follows some sort of incremental learning approach to tackle the 
infinite-length and concept-drift problems. There are two variations of this incremental approach. The 
first approach is a single-model incremental approach, where a single model is dynamically maintained 
with new data. For example, [8] incrementally updates a decision tree with incoming data, and the 
method in [2] incrementally updates micro clusters in the model with the new data. The other 
approach is a hybrid batch-incremental approach, in which each model is built using a batch learning 
technique. However, older models are replaced by newer models when older models become obsolete 
[20], [3], [23], [11], [5], [6], [16], [10]. Some of these hybrid approaches use a single model to classify 
the unlabeled data (e.g., [23]), whereas others use an ensemble of models (e.g., [20], [11]). The 
advantage of the hybrid approaches over the single model incremental approach is that the hybrid 
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approaches require much simpler operations to update a model (such as removing a model from the 
ensemble). Our proposed approach not only addresses the infinite length and concept-drift problems 
but also concept-evolution and feature-evolution. Another category of data-stream classification 
technique deals with concept-evolution, in addition to addressing infinite-length and concept-drift. 
Spinosa et al. [19] apply a cluster-based technique to detect novel classes in data streams. Their 
approach builds a normal model of the data using clustering, defined by the hyper sphere 
encompassing all the clusters of normal data. This model is continuously updated with stream 
progression. If any cluster is formed outside this hyper sphere, which satisfies a certain density 
constraint, then a novel class is declared. However, this approach assumes only one “normal” class, and 
considers all other classes as “novel.” Therefore, it is not directly applicable to multiclass data stream 
classification, since it corresponds to a “one-class” classifier. Furthermore, this technique assumes that 
the topological shape of the normal class instances in the feature space is convex. This may not be true 
in real data. Yet another category of data stream classification techniques address the feature-
evolution problem on top of the infinite length and concept-drift problems. Katakis et al. [9] propose a 
feature selection technique for data streams having dynamic feature space. Their technique consists of 
an incremental feature ranking method and an incremental learning algorithm. In this approach, 
whenever a new document arrives belonging to class c, at first it is checked whether there is any new 
word in the document. If there is a new word, it is added to a vocabulary. After adding all the new 
words, the vocabulary is scanned and for all words in the vocabulary, statistics (frequency per class) 
are updated. Based on these updated statistics, new ranking of the words is computed and top N words 
are selected. The classifier (either kNN or Naive Bayes) is also updated with the top N words. When an 
unlabeled document is classified, only the selected top N words are considered for class prediction. 
Wenerstrom and Giraud-Carrier [22] propose a technique, called FAE, which also applies incremental 
feature selection, but their incremental learner is an ensemble of models. Their approach also maintain 
a vocabulary. After receiving a new labeled document, the vocabulary is updated, and word statistics 
are also updated. Based on the new statistics, new ranking of features is computed and top N are 
selected. Then the algorithm decides, based on some parameters, whether a new classification model is 
to be created. A new model is created that has only the top N features in its feature vector. Each model 
in the ensemble are evaluated periodically, and old, obsolete models are discarded often. Classification 
is done by voting among the ensemble of models. Their approach achieves relatively better 
performance than the approach of Katakis et al [9]. There are several differences in the way that FAE 
and our technique approach the feature-evolution problem. First, if a test instance has a different 
feature space than the classification model, the model uses its own feature space, but the test instance 
uses only those features that belong to the model’s feature space. In other words, FAE uses a Lossy- L 
conversion, whereas our approach uses Lossless conversion (see Section 4). Furthermore, none of the 
proposed approaches under this category  (feature-evolution) detects recurrent changes in concept 
and contribution or importance of feature in concept drift. 
 

3. Proposed work 
In our paper, we are proposing a framework for feature selection approach that easily adapts to the 
concept drift arising in data stream by taking the possibility of  recurring change in concept/feature in 
account. By recurring change in feature  means that previously used set of features may become useful 
once again in future. Therefore , it seems promising to develop a method that could accommodate the 
fact of recurring change in feature selection approach. To the best of my knowledge, no previous work 
has taken into account the recurring change in features. Previous methods just discard those features 
which becomes irrelevant for that period of time by selecting top rank  features and adjust the model 
by applying feature space conversion (LOSSY -L, LOSSY-F, LOSSLESS Homogenizing). Simplest way of 
approaching this would be to create a secondary buffer storing these features for a certain amount of 
time(by setting some threshold for the frequency of the features and setting the default no of data 
chunks), allowing to reuse them when necessary. To avoid unacceptable memory requirements, this 
buffer should be flushed after a certain period of time. 
 To improve the classification accuracy, in our proposed work, we will  use ideas from matrix sketching 
to efficiently maintain a low-rank approximation of the observed data and applies regularized 
regression on this approximation to identify the important features. Low rank approximation is a 
minimization problem in which the cost function measures the fit between a given matrix (the data) 
and an approximation matrix(the optimization variable). And then, we will apply matrix sketching 
which is defined as : a sketch of a matrix A is another matrix B which is significantly smaller than A, but 
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still approximates it well. As the feature space changes dynamically, so it is very important to filter out 
the features which are relevant at a particular time .We will apply this on DXminer feature selection 
approach in dynamic feature space so as to improve classification accuracy. 
Proposed framework steps. 
Step 1:   input-  data stream divided into equal fixed size chunks( say N chunks) 
Step 2:  Train the input stream using ensemble training classification models. 
Step 3:  Check for prediction accuracy , if it is low than  the accuracy for previous chunks,then pass this 
input stream to concept drift detection module 
Step4:  If there is a change in the concept then check the contribution of existing features in feature 
space 
Step5: If contribution of any feature is less than threshold, if yes then go to step6 else goto step 7 
Step 6: Discard the feature from the feature set temporarily and store  it in buffer to check for recurring 
change in feature( by checking frequency of feature after some constant inputs of data chunks) 
Step7: if feature in the buffer is recurring feature , then include it again in feature set, otherwise 
proceed with step 8 
Step8:Apply feature selection module(including feature space conversion module also) to get optimal 
feature subset. 
Step7 output-optimal feature subset with high classification accuracy. 

4. Feature space conversion in dynamic feature space 
It is obvious that the data streams that do not have any fixed feature space (such as text stream) will 
have different feature spaces for different models in the ensemble, since different sets of features 
would likely be selected for different chunks. Besides, the feature space of test instances is also likely to 
be different  from the feature space of the classification models. Therefore, when we need to classify an 
instance, we need to come up with a homogeneous feature space for the model and the test instances. 
There are three possible alternatives: i) Lossy fixed conversion (or Lossy-F conversion in short), ii) 
Lossy local conversion (or Lossy- L conversion in short), and iii) Lossless homogenizing conversion (or 
Lossless conversion in short).[29] 
 

4.1  Lossy Fixed (Lossy-F) Conversion 
Here we use the same feature set for the entire stream, which had been selected for the first data chunk 
(or first n data chunks). This will make the feature set fixed, and therefore all the instances in the 
stream, whether training or testing, will be mapped to this feature set. We call this a lossy conversion 
because future models and instances may lose important features due to this conversion. Example: let 
FS = {Fa,Fb,Fc} be the features selected in the first n chunks of the stream. With the Lossy-F conversion, 
all future instances will be mapped to this feature set. That is, suppose the set of features for a future 
instance x be: {Fa,Fc,Fd,Fe}, and the corresponding feature values of x be: {xa, xc, xd, xe}. Then after 
conversion, x will be represented by the following values: {xa, 0, xc}. In other words, any feature of x 
that is not in FS (i.e.,Fd and Fe) will be discarded, and any feature of FS that is not in x (i.e., Fb) will be 
assumed to have a zero value. All future models will also be trained using FS[29]. 
 

4.2 Lossy Local (Lossy-L) Conversion 
In this case, each training chunk, as well as the model built from the chunk, will have its own feature set 
selected using the feature extraction and selection technique. When a test instance is to be classified 
using a model Mi, the model will use its own feature set as the feature set of the test instance. This 
conversion is also lossy because the test instance might lose important features as a result of this 
conversion. Example: the same example of section 4.1 is applicable here, if we let FS to be the selected 
feature set for a model Mi, and let x to be an instance being classified using Mi. Note that for the Lossy-F 
conversion, FS is the same over all models, whereas for Lossy-L conversion, FS is different for different 
models[29]. 
 
4.3 Lossless Homogenizing (Lossless) Conversion 
Here, each model has its own selected set of features. When a test instance x is to be classified using a 
model Mi, both the model and the instance will convert their feature sets to the union of their feature 
sets. We call this conversion “lossless homogenizing” since both the model and the test instance 
preserve their dimensions (i.e., features), and the converted feature space becomes homogeneous for 
both the model and the test instance. Therefore, no useful features are lost as a result of the 
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conversion. Example: continuing from the previous example, let FS = {Fa,Fb,Fc} be the feature set of a 
model Mi, {Fa,Fc,Fd,Fe} be the feature set of the test instance x, and {xa, xc, xd, xe} be the corresponding 
feature values of x. Then after conversion, both x and Mi will have the following features: 
{Fa,Fb,Fc,Fd,Fe}. Also, x will be represented with the following feature values: {xa, 0, xc, xd, xe}. In other 
words, all the features of x will be included in the converted feature set, and any feature of FS that is 
not in x (i.e., Fb) will be assumed to be zero. 
 

5  Features contribution in concept drift 
 Our proposed work will also find the feature’s importance/contribution in  concept drift as the 
importance of feature changes dynamically over time due to concept drift, important features may 
become insignificant and vice versa. Previous work  is based on maintaining, at each time step t, a low-
rank approximation of all the seen (till time t) data stream. By using a regression analysis on this low 
rank matrix, we can weigh each feature with an up-to-date importance score and then by applying 
matrix sketching for feature weighing[12]. In our proposed work, feature selection approach can be 
limited to examining only those features that have changed their weight in concept drift. We can apply 
weight trusted evaluation on the features set. Initially weight assigned to each feature will be some 
random no., then we will reduce /increase the weight of  the feature during concept drift by some 
constant by seeing the future stream(some constant data stream chunks )and  if a feature reduced its 
weight to some threshold , then obviously that feature has reduced its contribution to the classification 
approach. So, it may further contribute to misclassification. Previous work exploit this idea to reduce 
the complexity of streaming feature selection algorithm. But in our work , we will find feature’s 
importance/weight in concept drift. To the best of our knowledge, no drift detection method provides 
insights into which features are involved in the concept drift, which is potentially valuable information. 
For example, if a feature is contributing to a concept drift it can be assumed that the feature may have 
become either more or less relevant for the concept encoded in the stream after the drift. This 
knowledge about a feature’s contribution to concept drift could be used to develop an efficient real-
time feature selection method that does not require examining the entire feature space for online 
feature selection. 
 

Conclusion 
 
This  paper presents an efficient framework for data stream classification by considering recurring 
changes in features space and also taking into account feature’s contribution in the concept drift. The 
framework produces an optimal feature subset by reducing the dimensionality of the feature space and 
improves DXMiner on classification accuracy and reduce false alarm rate. In future, this framework can 
be implemented on real time data streams  to check its effectiveness. 
. 
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