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Abstract: This is a convex relaxation of the mathematical theory of linear matrix 

inequalities and bilinear matrix inequalities, which are used in process control. It is 

demonstrated that many convex inequalities found in process control applications are 

LMIs. Proofs are provided to acquaint the reader with LMI and BMI mathematics. 

Applications of LMIs and BMIs in process control include control structure selection, 

robust controller analysis and design, and efficient experiment design. Review of LMI and 

BMI problem-solving software. 
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Introduction:It is a convex requirement to have a linear matrix inequality (LMI). As a 

result, optimization problems with convex objective functions and LMI constraints can be 

solved rather randomly using commercially available software. An LMI can take on a wide 

variety of forms. LMIs can be used to express a variety of constraints from control theory, 

including Lyapunov and Riccati inequalities, linear inequalities, convex quadratic 

inequalities, matrix norm inequalities, and more. Additionally, a single LMI with a bigger 

dimension can always be written as a set of numerous LMIs. LMIs can therefore be used to 

solve a wide range of optimization and control issues. The majority of interesting control 

problems that cannot be expressed in terms of an LMI can be expressed in terms of a more 

general type of inequality known as a bilinear matrix (BMI). 

 

There are no pre-made methods for solving BMI problems since computations over BMI 

constraints are intrinsically more challenging than computations over LMI constraints. But 

for BMI issues, algorithms are being created, the best of which can be used for moderately 

complicated process control issues. LMIs and BMIs have been the prevailing paradigm for 

expressing optimization and control problems due to their numerous appealing theoretical 

aspects. Although LMI/BMIs are becoming more widely accepted in academia, they have 

had little impact on process control practise. One of the main reasons for this is that 

process control engineers are typically not familiar with the mathematics of LMI/BMIs, 
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and there is no introductory text available to aid the control engineer in learning this 

mathematics.The research monograph by Boyd and colleagues is the sole text that, as of 

the time this study was written, covers LMIs in any depth.  

This monograph provides a helpful guide for finding LMI results that are dispersed across 

the electrical engineering literature, but it is not a textbook for instructing process control 

engineers in the principles of LMIs. Furthermore, there is no text that specifically discusses 

BMIs. Quadratic and Bilinear Matrix Inequalities (BMI) arise in many areas, especially in 

control and combinatorial optimization, where they play a central role. In control, the BMI 

has been extensively studied as a general framework for many NP-hard problems. In 

combinatorial optimization, non-convex quadratic inequalities are essential because they 

can capture Boolean or integer constraints on variables. For example, the constraint 

𝑥, ∈ {−1,1}  is equivalent to the two constraints 𝑥𝑖
2 ≤ 1, 𝑥𝑖

2 , ≥ 1 where the second 

inequality is non-convex. 

Consider the following problem with a quadratic matrix inequality: 

Minimize 𝑐𝑇𝑥 

𝑆𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝐶 +  𝑥𝑖

𝑘

𝑖=1

𝐴𝑖 +  𝑥𝑖

𝑘

𝑖=1

𝑥𝑗𝐵𝑖𝑗 ≤ 0, 

 

 

Where,𝑥 ∈ 𝑅𝑛  is the optimization variable, and 𝑥 ∈ 𝑅𝑛  and the symmetric matrices 

𝐴𝑖 ,𝐵𝑖𝑗 ,𝑥 ∈ 𝑅𝑛×𝑛  are given. This problem is very general, but also non convex. For 

example, if the matrices C 𝐶, 𝐴,and 𝐵𝑖𝑗 , are diagonal, the constraint in reduces to a set of 𝑛 

(possibly indefinite) quadratic constraints in 𝑥 Problem therefore includes all quadratic 

optimization problems. It also includes all polynomial problems (since by introducing new 

variables, one can reduce any polynomial inequality to a set of quadratic inequalities), and 

all {0,1} and integer programs. 

In control theory, a more restricted bilinear form is often sufficiently general. Here we split 

the variables in two vectors and y, and replace the constraint by a bilinear matrix inequality 

(BMI): 

                               Minimize 𝑐𝑇𝑥 + 𝑐𝑇𝑦 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝐷 +  𝑥𝑖

𝑚

𝑖=1

𝐴𝑖 +  𝑦𝑘

𝐼

𝑘=1

𝐵𝑘   𝑥𝑖

𝐼

𝑘=1

𝑚

𝑖=1

𝑦𝑘𝐶𝑖𝑘 ≤ 0, 
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BMIs include a wide variety of control problems, including synthesis with structured 

uncertainty, and fixed-order and fixed-structure controller design.  

We first express the problem as 

                                           Minimize 𝑐𝑇𝑥 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝐶 +  𝑥𝑖

𝑚

𝑖=1

𝐴𝑖 +  𝑤𝑖𝑗

𝑚

𝑖𝑗 =1

𝐵𝑖𝑗 ≤ 0, 

𝑤𝑖𝑗 = 𝑥𝑖𝑥𝑗 .          𝑖 ,𝑗 =𝐼,…,𝑚  

The second constraint can be written as 𝑊 = 𝑥𝑥𝑇 , this equality is equivalent to then 

following:  

                                                               Rank 
𝑊       𝑥
𝑥𝑇      𝐼

 =1                    

since the block matrix above is rank one if and only if the Schur complement of the (2,2) 

block is equal to zero, 𝑖. 𝑒. , 𝑊 − 𝑥𝑥𝑇 = 0.To see this, we use the result that the rank of a 

Fermitian matrix is equal to the rank of a diagonal block plus the rank of its Schur 

complement, 𝑖. 𝑒.,  if 𝐶 is invertible, then 

Rank 
𝐴       𝐵
𝐵𝑇      𝐶

 =Rank 𝐶 +Rank  𝐴 − 𝐵𝐶−1𝐵𝑇 . 

The constraint implies Rank 1+Rank 𝑊 − 𝑥𝑥𝑇 = 1,or 𝑊 − 𝑥𝑥𝑇 . 

Therefore, problem is equivalent to 

                               Minimize    𝑐𝑇𝑥 

𝑆𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝐶 +  𝑥𝑖

𝑚

𝑖=1

𝐴𝑖 +  𝑤𝑖𝑗

𝑚

𝑖𝑗 =1

𝐵𝑖𝑗 ≤ 0, 

                                                               Rank 
𝑊       𝑥
𝑥𝑇      𝐼

 ≤1                      where, we 

have replaced the equality in above with an inequality, so that the problem has the 

required form. 

References: 

 P. Van Overschee and B. De Moor. Subspace Identification for Linear Systems: 

Theory, Implementation, Applications. Kluwer, 1996. 

 Li, Y. F., Zhang, Y. J. and Huang, Z. H. (2014) ‘A reweighted nuclear norm 

minimization algorithm for low rank matrix recovery’, Journal of Computational 

and Applied Mathematics. doi: 10.1016/j.cam.2013.12.005. 



 ISSN: 2320-0294Impact Factor: 6.765  

 

24 International journal of  Engineerin, Science and Mathematicsg 

http://www.ijmra.us, Email: editorijmie@gmail.com 

 

 Lin, X. and Wei, G. (2015) ‘Accelerated reweighted nuclear norm minimization 

algorithm for low rank matrix recovery’, Signal Processing. doi: 

10.1016/j.sigpro.2015.02.004. 

 R. E. Skelton, T. Iwasaki, and K. Grigoriadis. A Unified Algebraic Approach to 

Linear Control Design. Taylor and Francis, 1998. 

 E. D. Sontag. Mathematical Control Theory, volume 6 of Texts in Applied 

Mathematics. Springer-Verlag, 1990. 

 L. Vandenberghe and S. Boyd. Semidefinite programming. SIAM Review, 

38(1):49–95, March 1996 

 Sun, C. and Dai, R. (2017) ‘Rank-constrained optimization and its applications’, 

Automatica. doi: 10.1016/j.automatica.2017.04.039. 

 Takahashi, T. et al. (2020) ‘Multiple subspace model and image-inpainting 

algorithm based on multiple matrix rank minimization’, IEICE Transactions on 

Information and Systems. doi: 10.1587/transinf.2020EDP7086. 

 P. A. Parrilo. Structured Semidefinite Programs and Semi-algebraic Geometry 

Methods in Robustness and Optimization. Ph. D. thesis, California Institute of 

Technology, Pasadena, California, 2000. 

 

 

 


